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Journal of
Heat Transfer Guest Editorial
Special Issue on Nano/Microscale Radiative Transfer
Since the mid 1980s, the heat transfer community has made
ignificant advances in experimental and theoretical understanding
f sub-continuum thermal conduction and fluidics at small length
cales; these activities coincided with the increased interest in
icro/nanotechnology. The special issue of the Journal of Heat

ransfer �JHT� on Micro/Nanoscale Heat Transfer, published in
pril 2002, covered the breadth of most of these contributions. On

he other hand, much less attention has been paid to the under-
tanding of thermal radiation at micro/nanoscales until recently.
he current special issue is devoted to Nano/Microscale Radiative
ransfer and should give a glimpse of the state of the art in the
eld.
Thermal radiation is key to many fundamental phenomena sur-

ounding us, from solar radiation to fire to incandescent lamp, and
as played a major role in combustion and furnace design, mate-
ials processing, energy utilization, temperature measurements, re-
ote sensing for astronomy and space exploration, food process-

ng, and cryogenic engineering, as well as numerous agricultural,
ealth, and military applications. At the dawn of the twentieth
entury, the study of thermal radiation produced two Nobel laure-
tes �Wien in 1911 and Planck in 1918� and led to the discovery of
he Bose-Einstein quantum statistics. While Planck’s law has been
uccessfully applied to a large number of practical problems for
ome 100 years, questions have been raised about its limitation in
icro/nanosystems, especially at subwavelength distances, i.e., in

he near field. The advancement of nanotechnology has enabled
recise manufacturing of structures with feature sizes smaller than
he characteristic wavelength of thermal radiation. Radiative prop-
rties can be largely modified by interference, diffraction, local-
zation, and surface polaritons, resulting in engineered surface mi-
rostructures with numerous practical applications in sensors,
maging, manufacturing, and energy devices. Thus, the study of
ngineered microstructures for controlling surface radiative prop-
rties has become an active area of research, along with nanoma-
erials, nanophotonics, and nanoscale thermophysical engineering.

Discussions with a number of participants at the Fourth Inter-
ational Symposium on Radiative Transfer held in Istanbul, Tur-
ey in June 2004, suggested that there was a strong desire in the
ommunity to have focused sessions on nanoscale radiative trans-
er in order to boost this emerging research frontier. Subsequently,
e organized the first Mini-Symposium on Nano/Microscale Ra-
iative Transfer and Properties �NanoRad�, at the 2005 Interna-
ional Mechanical Engineering Congress and Exposition �IMECE�
n Orlando, Florida in November 2005. This mini-symposium in-
luded five sessions with a total of 21 papers/posters and a panel
iscussion about significant issues, challenges, funding trends, and
pportunities in this area. The panel consisted of Professor Al-
onso Ortega, then Director of the NSF Thermal Transport and
hermal Processing Program, Professor Gang Chen from the De-
artment of Mechanical Engineering of MIT, Professor Yongfeng
u from the Department of Electrical Engineering of the Univer-
ity of Nebraska Lincoln, along with the Editors of this Special
ssue. The panelists raised significant questions related to the

aximum achievable thermal emissive power, applicability of

ournal of Heat Transfer Copyright © 20
Kirchhoff’s law in nanostructures, and the entropy of near-field
radiation, among others. The mini-symposium showed that great
opportunities and needs exist in the study of near-field radiation,
which we also dub as nanoscale radiative transfer. The field is rich
and exciting, as it requires deeper understanding of the interplay
among optical, thermal, electrical, and mechanical properties of
materials and structures at nanoscales, for applications in spectral
and directional control of thermal emission, photovoltaic and ther-
mophotovoltaic devices, biological sensors, remote sensing, mate-
rials processing, and nanothermal manufacturing.

This special issue is based on selected papers presented at the
mini-symposium, and additional manuscripts, which were broadly
solicited. All papers went through the rigid review process of JHT,
followed by extensive revisions. A total of 12 papers are included,
beginning with a survey article by Ruan and Kaviany �p. 3� on the
advances in laser cooling of solids. This phenomenon relies on the
anti-Stokes fluorescence, where the emitted photons have a mean
energy higher than that of the absorbed photons. The thermody-
namics of laser cooling and the potential advantages of using
nanostructured materials due to quantum size effect were dis-
cussed. In the second paper, Marquier et al. �p. 11� expanded their
earlier works to study the effect of polarization and anisotropy in
the emission behavior of surface relief gratings. Coherent thermal
emission has been demonstrated for gratings and shows promise
in thermal control and remote sensing. Lee and Zhang �p. 17�
examined coherent thermal emission characteristics from a pro-
posed multilayer structure consisting of a thin SiC layer on a
one-dimensional photonic crystal. They distinguished three differ-
ent mechanisms for coherent emission due to surface electromag-
netic waves, optical cavity resonance, and the Brewster mode.
Chandrasekharan et al. �p. 27� experimentally observed the effect
of heat treatment on the optical properties of Ta2O5 thin films for
their application as radiation shields in microcombustion systems.
Attention was paid to the formation of an interfacial oxide layer
on the radiative properties and the effect of wave interference. In
the next paper, Jin and Xu �p. 37� focused on the near-field effect
of subwavelength apertures and demonstrated nanoscale concen-
tration of light through H-shape apertures using near-field scan-
ning optical microscopy �NSOM�. These light sources may enable
lithographic fabrication and materials process at the nanometer
scale. Optical microcavities have enormous applications in quan-
tum electrodynamics �QED�, enhancement and suppression of
spontaneous emission, and biochemical sensors, due to their ex-
tremely high quality �Q� factor. Guo and Quan �p. 44� used the
finite element method �FEM� to investigate the energy coupling
�through evanescent waves� between a waveguide and a
whispering-gallery-mode optical microdisk. On the other hand,
Heltzel et al. �p. 53� demonstrated submicrometer manufacturing
using a femtosecond laser pulse with the assistance of the pat-
terned silica microspheres on a borosilicate glass substrate. Ven-
kata et al. �p. 60� described a technique to characterize metallic
particles and agglomerates based on surface plasmon waves. The
effects of size, shape, and orientation of gold nanoparticles on

their scattering patterns were explored in the visible spectrum,
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specially at the resonance wavelengths. Surface roughness and
atterns can significantly affect the radiative properties and are
mportant for semiconductor manufacturing. Fu and Hsu �p. 71�
sed a finite-difference time-domain �FDTD� to numerically solve
he Maxwell equations for scattering from random rough surfaces,
nd showed that the results compared favorably with other meth-
ds. Chen et al. �p. 79� modeled the radiative properties of pat-
erned silicon wafers with the smallest feature dimension down to
0 nm, considering the effects of temperature, wavelength, polar-
zation, and angle of incidence. Rigorous coupled wave analysis
RCWA� was employed to obtain accurate solutions and to assess
he applicability of the method of homogenization based on effec-
ive medium theories �EMTs�. Hu et al. �p. 91� used an infrared

icroscope to characterize the thermal interface formed between
wo opposing, partially overlapped carbon nanotube �CNT� ar-
ays. Hammonds �p. 94� employed a Green function approach
ased on the fluctuation-dissipation theorem to model the radia-
ion heat transfer across an evacuated spherical cavity inside a SiC
edium.

/ Vol. 129, JANUARY 2007
In summary, this special issue reflects a variety of contempo-
rary research in nano/microscale radiative transfer and is expected
to promote further research activities and development opportuni-
ties. We would like to thank all contributors, reviewers, and pan-
elists, who have made the mini-symposium a success and this
special issue possible. Our special thanks go to Professor Neil
Wright of Michigan State University, Chair of the K-7 Thermo-
physical Properties Technical Committee, for his enthusiastic sup-
port and K-7’s sponsorship of the mini-symposia. We appreciate
the encouragement and help from the Editor of JHT, Professor
Yogesh Jaluria, throughout the editorial process.

Zhuomin M. Zhang
Georgia Institute of Technology

M. Pinar Mengüç

University of Kentucky
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X. L. Ruan

M. Kaviany
e-mail: kaviany@umich.edu

Department of Mechanical Engineering,
University of Michigan,

Ann Arbor, MI 48109

Advances in Laser Cooling
of Solids
We review the progress on laser cooling of solids. Laser cooling of ion-doped solids and
semiconductors is based on the anti-Stokes fluorescence, where the emitted photons have
a mean energy higher than that of the absorbed photons. The thermodynamic analysis
shows that this cooling process does not violate the second law, and that the achieved
efficiency is much lower than the theoretical limit. Laser cooling has experienced rapid
progress in rare-earth-ion doped solids in the last decade, with the temperature difference
increasing from 0.3 to 92 K. Further improvements can be explored from the perspec-
tives of materials and structures. Also, theories need to be developed, to provide guidance
for searching enhanced cooling performance. Theoretical predictions show that semicon-
ductors may be cooled more than ion-doped solids, but no success in bulk cooling has
been achieved yet after a few attempts (due to the fluorescence trapping and nonradiative
recombination). Possible solutions are discussed, and net cooling is expected to be real-
ized in the near future. �DOI: 10.1115/1.2360596�
Introduction
Cooling is a process in which thermal energy is absorbed from
lower temperature reservoir and deposited to a higher tempera-

ure reservoir, by consuming a small amount of higher grade en-
rgy. Mechanical, electrical, and optical energies are among the
igh grade energies, and are expected to be used for cooling pur-
oses. Gas compression refrigerators, which consume mechanical
nergy, and thermoelectric coolers, which consume electrical en-
rgy, are matured techniques which have found very broad appli-
ations. High grade optical energies like lasers are, however, well-
nown for their heating effects rather than cooling capabilities. In
act, gases have been cooled to the order of nano-Kelvin by lasers,
nd this technique resulted in the 1997 and 2001 Nobel Prizes in
hysics �1–4�. Its counterpart, laser cooling of solids, has also
ttracted great interests recently, for the potential to develop an
ptical cryocooler for a variety of important applications such as
he cooling of sensors.

The concept of laser cooling �optical refrigeration� of solids
ates back to 1929, when Pringsheim recognized that thermal vi-
rational energy �phonon� can be removed by the anti-Stokes fluo-
escence, i.e., the photons emitted by an optical material have a
ean energy higher than that of the absorbed photons �5�. Ini-

ially, it was believed that optical cooling by the anti-Stokes fluo-
escence contradicted the second law of thermodynamics. Predic-
ions suggested that the cycle of excitation and fluorescence was
eversible, and hence the optical cooling would be equivalent to
he complete transformation of heat to work �6,7�. This issue was
leared by Landau by assigning entropy to radiation �8�. It was
hown that the entropy of a radiation field increases with its fre-
uency bandwidth and also the solid angle through which it
ropagates. Since the incident laser light has a very small band-
idth and propagates in a well-defined direction, it has almost

ero entropy. On the other hand, the fluorescence is relatively
roadband and is emitted in all directions and, therefore, it has a
omparatively larger entropy. In this way, the second law of ther-
odynamics is satisfied.
Many attempts have been made to realize radiative refrigeration

xperimentally, and the associated theoretical interpretations have
een discussed. The earliest experiment was performed by
ushida and Geusic on Nd: YAG �9�. Reduced heating other than
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net cooling was observed, which was conjectured to be a result of
the impurities in the crystal. Later Djeu and Whitney laser cooled
low-pressure CO2 by 1 K from 600 K by using a CO2 laser for
pumping �10�. In 1995, Epstein et al. �11� reported the first suc-
cessful experiment of laser cooling in solids. Since then, various
Yb or Tm doped glasses and crystals have been cooled �12–21�.
Particularly, bulk solids have been cooled from room temperature
to 208 K �creating a temperature difference �T=92 K� �21�. Con-
tinuous progress has been made �19,22,23� towards achieving
cryogenic temperatures. For semiconductors, theoretical predic-
tions have shown their potential to be cooled to as low as 50 K
starting from room temperature �24�, but experimental success is
yet to be achieved due to some serious challenges to be overcome.

These progresses, as well as the recent success in laser cooling
of gases and the subsequent achievement of Bose-Einstein con-
densation �1–4�, again stimulated interest in optical cooling of
solids.

2 Principles of Laser Cooling of Solids
Laser cooling can be viewed as the inverse cycle of lasers, and

laser materials are in principle also good candidates for laser cool-
ing. Common laser materials in the solid state include ion-doped
solids and semiconductors, which are currently being studied for
laser cooling.

In Fig. 1�a�, the fundamental energy carriers involved in the
laser cooling of rare-earth-ion doped solids are shown. There is a
host crystal lattice, idealized as transparent to the pumping laser.
Some of its atoms are replaced by optically active, doped ions
�e.g., Yb3+�. The ion is represented by an effective transition di-
pole moment, which is the matrix element of the dipole operator
eer �25�, i.e.,

�e =� � f
*eer�id

3r �1�

where, ee is the electron charge, r is the position vector, and �i
and � f are the initial and final state wave functions of the two
level system. One can think about this matrix element as coupling
states �i and � f, which have different parity, creating or absorbing
a photon. The electromagnetic field, which has a polarization vec-
tor e�, may interact with the ion if the coupling factor e� ·�e is
nonzero �i.e., they are not orthogonal�.

Shown in Fig. 1�b� are the principles of the photon-electron-
phonon interactions which result in the cooling effect in the solid.

As the pumping wavelength is tuned to the red side of the reso-
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ance, the probability of a purely electronic transition between
lectronic sublevels, a first-order process, becomes smaller. On
he other hand, the phonon-assisted transition, a second-order pro-
ess, starts to contribute significantly to absorption. As a result,
he absorption turns out to be a combination of the first- and
econd-order transitions. Since a much longer pumping wave-
ength than the resonance is used in laser cooling, the total tran-
ition is believed to be dominated by the second-order process. In
uch a process, the medium is irradiated by laser light with a
requency �ph,i that is below the resonance frequency �e,g for the
nergy gap �10,250 cm−1 for Yb3+ ion in Y2O3�, the electron may
till be excited by absorbing a photon from the pumping field and
phonon with a frequency �p from the host, such that �ph,i+�p
�e,g. The electron then undergoes a radiative decay by emitting
photon with a frequency �ph,e, or undergoes a nonradiative de-

ay by emitting a few phonons �multiphonon relaxation�, leading
o internal heating of the system. The energy magnitudes of these
arriers involved in the laser cooling process in Yb3+:Y2O3 are
hown in Fig. 2 �26�.

The quantum efficiency �e-ph is defined as the ratio of the ra-
iative decay rate to the total decay rate, or, in this case, the ratio
f the number of emitted photons to that of absorbed photons �26�.

ig. 1 „a… Three fundamental energy carriers in rare-earth ion
oped solids irradiated by laser light: Photons from the pump-

ng fields, phonons from the host crystal, and electrons of the
oped ions. „b… Principles of laser cooling in rare-earth ion
oped crystal. The electron is excited by absorbing a photon
nd one or more lattice phonons, and then decays by emitting
higher energy photon.
he net cooling power per absorbed photon Pc is given by

/ Vol. 129, JANUARY 2007
Pc = �e-ph��̄ph,e − ��ph,i = ��ph,i��e-ph
�̄ph,e

�ph,i
− 1� �2�

where �̄ph,e is the mean frequency of emitted photons. The cool-
ing efficiency is defined as the ratio of the net cooling power and
the absorbed power, i.e.,

�c =
Pc

��ph,i
= �e-ph

�̄ph,e

�ph,i
− 1 �3�

Cooling is achieved as �c is positive. Evidently, high quantum
efficiency �e-ph is desirable.

The cooling process in semiconductors, as shown in Fig. 3, is
similar to that of ion-doped solids. An electron originally in the
valence band absorbs a laser photon and is excited to the conduc-
tion band, leaving a hole in the valence band. It then gains some
energy by absorbing a phonon �intraband absorption� and climbs
to a higher position in the conduction band. The electron then
decays back to the valence band via either radiative recombina-
tion, or nonradiative recombination, which includes the mul-
tiphonon process and Auger process. The net cooling power is in
the same form as Eq. �2�.

3 Macroscopic Role of Laser Cooling
In Fig. 4 a macroscopic energy diagram is shown for a solid

that is cooled by laser, where various energy flows are shown. To
minimize the external thermal load to achieve the most cooling
effect, in most of the existing experiments the solid was supported
by very thin wires and was placed in a vacuum, to eliminate the

Fig. 2 Energy spectra of all three carriers in irradiated
Yb3+:Y2O3. Yb3+ has only two main electronic levels: 4F7/2 and
4F5/2. Carriers may interact with each other as energy and mo-
mentum conservations are met †26‡.

Fig. 3 Process for laser cooling of a semiconductor in which a
laser photon with frequency �ph,i is absorbed followed by emis-
sion of an up-converted fluorescence photon with frequency

�ph,e

Transactions of the ASME
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onduction and convection. The only external load is then the
hermal radiation from its surroundings, as shown in Fig. 4.

Using Eq. �3�, the total cooling power Ṡph-e-p is given by

Ṡph-e-p = Pc
Qph,a

��ph,i
= �cQph,a = �c�Qph,i �4�

here Qph,a is the absorbed power, Qph,i is the irradiation power,
nd � is the absorptivity. This equation links the macroscopic
ooling behavior and the atomic level parameters. The result also

ndicates that the net cooling power Ṡph-e-p is proportional to the
bsorbed power Qph,a.

The steady-state, integral-volume energy equation is

Ṡph-e-p − Qr,b = 0 �5�
ssuming that the surface area of the surrounding is much larger

han that of the sample, the thermal radiation load Qr,b is given by
27�

Qr,b = Ar�r�SB�T	
4 − T4� �6�

here Ar is the surface area of the solid, �SB is the Stefan-
oltzmann constant, and T	 is the temperature of the ambient

adiation field �or the effective temperature in case the ambient
eld does not have a thermal spectra�. Apparently the amount of

ooling power Ṡph-e-p governs how much the sample temperature
an be lowered from the surrounding temperature.

Applications of Laser Cooling
Since the process of anti-Stokes fluorescence does not require

ny mechanical movement, such a solid-state cooler is likely to
ave a longer lifetime than other coolers. This is particularly use-
ul in space, where reliability and lifetime are crucial consider-
tions.

Despite the low cooling efficiency �2% to 3% at room tempera-
ure so far, and lower efficiency at lower temperatures�, laser cool-
ng is a promising candidate for cryocoolers, with the potential to
ool ion-doped dielectrics and semiconductors to 50 K or even
0 K starting from room temperature �28�. Predictions have
hown that at these cryogenic temperatures, thermoelectric coolers
ecome ineffective or incapable, compared to laser coolers �29�.

Another application is in the heat-balanced laser system. This
rocess would employ fluorescence cooling to offset the heat pro-
uced in the generation of laser radiation �30–35�.

Thermodynamics of Laser Cooling of Solids
As mentioned in the Introduction, there was a debate which

timulated the birth of radiation thermodynamics, that is, whether
aser cooling is thermodynamically possible. Detailed discussions
f the thermodynamics of optical cooling have been given by
ungan and Gosnell �36,37�. The following is based on their

apers, with the inclusion of some more recent ideas from other

ig. 4 The energy diagram for laser cooling of a solid, where
adiation is the only external thermal load
esearchers.

ournal of Heat Transfer
A simple control volume is shown in Fig. 5, in which the power
flowing in and out �the pump laser, the external thermal load, and
the luminescence emission� are marked. For a narrowband radia-
tion which is independent of the angular directions 
 and � over a
circular cone of half-angle �, the energy flux density is given by
�37�

IĖ��� =
1

42�c−2 f̄ph�0
3�� sin2 � �7�

where c is the speed of light, f̄ph is the average photon distribution
function over the frequency range, �0 is the central frequency, and
�� is the bandwidth of the beam. The entropy flux density is

IS =
1

42kBc−2��1 + f̄ph�ln�1 + f̄ph� − f̄ph ln f̄ph��0
2�� sin2 � �8�

If either the bandwidth �� or the divergence � of the source

collapses to zero, Eq. �7� implies that f̄ph→	, to ensure that the
energy flux density remains finite. In this limit, one can show that
Eq. �8� yields IS→0, i.e., the entropy carried by monochromatic
or unidirectional radiation is zero, so that one can characterize an
ideal laser beam as pure work or high-grade energy.

To analyze the limiting efficiency of laser cooling of solids, it is
useful to define the flux temperature TF of the radiation, which is
given by

TF �
IĖ

IS
=

��0

kB

f̄ph

�1 + f̄ph�ln�1 + f̄ph� − f̄ph ln f̄ph

�9�

Again, for an ideal laser, we have TF→	, which is consistent
with the zero entropy at a finite irradiance. It can be further de-
duced that the flux temperature of narrowband radiation propagat-
ing in a well-defined direction is higher than that of broadband
radiation propagating in all directions.

In laser cooling of solids, according to the first law of thermo-
dynamics, we have Pout= Pin+Qc. The cooling coefficient of per-
formance is defined in the usual way for a refrigerator as �
=Qc / Pin. The maximum value of � is the Carnot limit, �C, and is
determined by the second law of thermodynamics. The entropy
carried by the fluorescence cannot be less than the sum of the
entropy withdrawn from the cooling sample and the entropy trans-
ported in by the pump laser, i.e.,

Pout

Tf
�

Pin

To
+

Qc

T
�10�

where T is the steady-state operating temperature of the refrigera-
tor, and Tf and To are the flux temperatures of the fluorescence
and pump radiation fields, respectively. The reversible Carnot
limit is obtained by choosing the equality sign in Eq. �10�. Finally
we have

�C =
T − �T

Tf − T
�11�

where �T=TTf /To. In the limit of To�Tf, the efficiency �11�
would reduce to the Carnot form.

Consider an example using actual values relevant to laser cool-
ing of Yb3+:ZBLANP �37�. The temperatures of the pump laser

Fig. 5 A control volume showing various energies in and out
in the laser cooling of a solid †37‡
and the fluorescence are calculated, using Eq. �9�, to be To=7

JANUARY 2007, Vol. 129 / 5
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1011 K and Tf =1760 K, respectively. Thus the Carnot effi-
iency of this optical cooler is about 20% at room temperature,
nd it diminishes approximately linearly to zero as T→0. How-
ver, the actual cooling efficiency achieved to date is only around
%, which indicates that much irreversibility has been produced
n the process. One might use a longer pumping wavelength to
btain a higher cooling efficiency, but the absorption coefficient of
b3+ would become too small. As a result, the trace impurity

bsorption will dominate over the Yb3+ absorption, and the cool-
ng efficiency � decreases. To reduce these irreversibilities intro-
uced into this process, the sample should be purified to suppress
he trace absorption.

If the system is pumped hard, so that the threshold is reached,
he emission will become stimulated rather than spontaneous. Al-
hough this would accelerate the cycling, the thermodynamic ef-
ciency limit will become too small, due to the low entropy of the
timulated emission fields �38�. Anyway, one cannot expect to get
ooling and laser output simultaneously by using a laser input.

Advance in Laser Cooling of Rare-Earth Ion-Doped
olids
Ion-doped solids were the first class of materials on which laser

ctions were demonstrated �39�, and were attempted early for la-
er cooling.

6.1 Experimental Investigations. The earliest experiment
as performed on Nd3+:YAG by Geusic et al. at Bell Laborato-

ies in 1968 �9�, just a few years after he demonstrated the first
aser action in this transition-metal doped crystal �40�. This fo-
used on flash-lamp-pumped crystals of Nd3+:YAG, with the
uorescence from one crystal being used for the cooling of an-
ther. When compared with an undoped reference sample, the
eodymium-doped sample showed reduced heating, but net cool-
ng was not observed. This was conjectured to be due to impuri-
ies in the crystals, which offset the cooling effects. A simple

odel yielded the rate of temperature change, and the results
greed with the experiment. Later rare-earth-ion doped solids
ere demonstrated for laser emission, and these materials imme-
iately became attractive for laser cooling purpose, since the op-
ical 4f levels are shielded from the surrounding by the filled 5s
nd 5p shells, leading to the suppression of the multiphonon re-
axation. In 1995, Epstein et al. reported the first experimental
uccess of laser cooling in solids �11�. The absorption and fluo-
escence spectra were measured, as shown in Fig. 6�a�, where the
ean fluorescence wavelength is marked. As the pumping wave-

ength was tuned longer than the mean fluorescence wave-length,
maximum local temperature decrease of 0.3 K was detected, as

hown in Fig. 6�b�. However, the cooling effect diminishes when
he pumping wavelength is tuned further away, since the off-
esonance absorptivity becomes too small. The cooling efficien-
ies achieved were up to 2%. Later, ytterbium-doped glasses have
een cooled by nearly 70 K below room temperature and have
eportedly cooled at temperatures as low as 77 K �16�. Edwards et
l. �14� demonstrated a prototypical cryogenic refrigerator based
n Yb3+:ZBLANP pumped with a 1.6 W Ti:sapphire laser and
easured a temperature decrease of 48 K from room temperature.
ooling from a low starting temperature in various Yb3+-doped
lasses has also been observed, suggesting that a cryogenic refrig-
rator with an extended dynamic range can be built. Mungan et al.
12� observed local cooling in a Yb3+:ZBLANP sample at tem-
eratures between 100 and 300 K, maintaining a cooling effi-
iency of about 0.01 through this range. Local cooling between
7 K and room temperature by photothermal deflection and spec-
roscopic techniques in a fluorochloride glass �Yb3+:CNBZn� and

fluoride glass �Yb3+:BIG� were reported by Fernandez et al.
16�. The cooling efficiency was shown to change with tempera-
ure, varying between 0.02 and 0.006 in the two materials. Gosnell
ooled a Yb3+-doped fiber by the amount �T=65 K from room

emperature �15�. His experimental apparatus was very carefully
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designed, as shown in Fig. 7. This record was again pushed to
92 K below room temperature by Epstein et al. in 2005 �21�.
Continuous progress has been made �19,22,23� towards achieving
cryogenic temperatures.

In these experiments, accurate temperature measurement is of
great importance. Temperature can be measured by contact or
noncontact methods. A noncontact method, fluorescence ther-
mometry, has been used in many of the existing experiments
�11,15�. It is based on the fact that the fluorescence spectrum of
the glass is independent of the pump laser wavelength but only
dependent on temperature. A spectrum-temperature relation can be
calibrated over a wide range of temperatures using a thermostat.
Then the observed spectrum is compared to the reference spectra
and the temperature is determined. This method is capable of mea-
suring temperature without disturbing the original system, and is
very suitable for systems as fine as laser cooling. Thermocouple is
another obvious choice for its simplicity. However, it introduces
an external thermal load to the cooling element and may reduce or
even eliminate the cooling effect. This method is thus usually used
for a rough examination of whether or not the system can be
cooled, but not for an accurate temperature measurement �14�.

To enhance laser cooling performance, one perspective is find-
ing new materials, including dopants and hosts. Thulium-doped
glasses are good candidates, since thulium has a transition reso-
nance at 1.8 �m, whereas the ytterbium transition is near 1 �m.
Then the thulium system is capable of obtaining the same amount
of cooling power with a much smaller pumping photon energy.
Hoyt et al. showed cooling of a sample of Tm3+-doped ZBLANP

Fig. 6 „a… The absorption and fluorescence spectra of
Yb3+:ZBLANP, with the mean fluorescence wavelength marked
†11‡. „b… The normalized temperature difference with respect to
the pumping wavelength. Cooling is detected as the pumping
wavelength is tuned longer than the mean fluorescence wave-
length †11‡.
by 1.2 K from room temperature, under vacuum, when approxi-
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ately 3 W of laser power at 1.9 �m was incident on the sample
rom a periodically poles lithium-niobate-based optical parametric
scillator in turn pumped by a 20 W cw Nd:YAG laser. Their
esults indicated a cooling efficiency of 3.4%, which compared
avorably with the efficiencies achieved for ytterbium-doped
lasses. To date, Yb3+ and Tm3+ are the only two rare-earth ele-
ents on which laser cooling has been demonstrated, although

ome other elements are considered to be good candidates.
A number of ytterbium-doped crystal hosts were also studied by

owman and Mungan �22�, to determine which of them can be
ooled. Besides a number that did not exhibit net cooling, they
ound that crystals of ytterbium-doped KGd�WO4�2 can indeed be
ooled. This was the first demonstration of anti-Stokes laser cool-
ng of a crystal. Fernandez et al. achieved internal cooling of other
tterbium doped glasses �CNBZn and BIG� �16,41�. Recently, an-
ther set of results showing cooling of crystals was reported by
pstein et al. �17�. These results show cooling of 2.3% ytterbium-
oped YAG crystals and 3% ytterbium-doped Y2SiO5. A compari-
on is made with ytterbium-doped ZBLAN, which shows that the
ooling efficiency is slightly larger in ZBLAN, but the thermal
nd mechanical properties of YAG may be advantageous for some
pplications. Several other groups have tried to find other materi-
ls suitable for cooling, but even materials that have shown prom-
se from an analysis of their absorption and emission spectra have
ad either too low a quantum efficiency or excessive absorption
ue to impurities for cooling to be achieved. Using the experimen-
al data for lifetimes, Hoyt studied the possibility of laser cooling
f a few Tm-doped solids, and identified those which have a po-
ential for cooling due to their high quantum efficiencies �42�.

Another perspective to enhance the cooling performance is
odifying the structure. Gosnell used a long, thin optical fiber as

he host, in order to increase the optical pathlength for a larger
bsorptivity, and to reduce the external thermal load �15�. To fur-
her enhance the absorptivity, some researchers �21,42� placed the

Fig. 7 Experimental apparatus us
Yb:ZBLANP †15‡. Pump radiation from
scrambling within an external multim
sample fiber, which is positioned upo
extremely low conductive thermal lo
lected from the output end of the sam
with the help of an external high refle
lected with a third internal optic and
temperature.
ample between two dielectric mirrors of high reflectance at the

ournal of Heat Transfer
pumping wavelength only, as shown in Fig. 8�a�. In this way the
laser pumping is reflected back and forth, while the fluorescence
can escape. Recognizing that the mirrors may bring in extra loss,
Heeg et al. proposed an alternative approach �20,43�. By locating
the cooling medium inside a laser cavity, it was efficiently
pumped by the inherent multipassing and high circulating power
of the laser resonator. Recently, Ruan et al. attempted this problem
from a new perspective: Nanostructure �44�. The medium in their
model is a Yb3+ doped Y2O3 nanopowder, as shown in Fig. 8�b�.
They predicted that the absorption can be significantly enhanced
due to the optimized dopant concentration, the size effect of the
phonon density of states, and the multiple scattering of the pump-
ing photons.

6.2 Theoretical Analysis. The basic principles of laser cool-
ing and its thermodynamic validity provided motivation for the
above mentioned experiments. Except for these, more detailed
theoretical analysis achieved very limited progress, compared to
the rapid improvements of laser cooling experiments. This is
mainly due to very complicated physical mechanisms under the
laser cooling process. Lamouche considered the temperature de-
pendence of cooling efficiency �45�. By analyzing the temperature
dependence of fluorescence and absorption spectra of
Yb3+:ZBLAN, they concluded that cooling would decrease with
decreasing temperature, as shown in Fig. 9. Fernandez et al. used
the Fermi’s Golden Rule to interpret their experimental results, by
assuming that the absorption is dominated by the phonon-assisted
process �16�. The absorption rate �̇e,a is given by

�̇e,a = 	
f

�̇e,i−f =
2

�P
	

f


Mfi
2���P�ph,i + �P�p − �P�e,g�

�12�

where �P�e,g is the energy difference of the two electronic levels,

for observing laser cooling of
w Ti:sapphire laser undergoes mode
silica fiber before injection into the
sample mount „inset…, imposing an

Unabsorbed pump radiation is col-
fiber and reinjected into the sample

r. Finally, emitted fluorescence is col-
spectrally resolved to determine the
ed
a c

ode
n a

ad.
ple

cto
is
and Mfi is the interaction matrix element. The � function guaran-
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ees the energy conservation, that the sum of the pumping photon
nergy and the phonon energy should be equal to the electronic
ap energy. In this theory, the decreasing cooling efficiency with
ecreasing temperature is due to the fact that the phonon distribu-
ion function decreases. Heeg et al. investigated the effect of an-
ther important factor, the fluorescence reabsorption, on the cool-
ng performance �46,47�. The random process of fluorescence
eabsorption and trapping were analyzed in solid-state optical ma-

ig. 8 Modified structures for enhanced laser cooling perfor-
ance: „a… Cavity arrangement for multiple passes †42‡, „b… A
icrograph of Yb3+:Y2O3 nanopowder †51‡.

ig. 9 Predicted cooling efficiency as a function of tempera-
ure, for the 2 and 8 wt % Yb3+:Y2O3 in the linear regime for two

ptical pathlengths †45‡.
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terials. Using the absorption and fluorescence spectra of
Yb3+:ZBLAN as input data, they employed a random-walk model
to test analytical approximations of the fluorescence escape effi-
ciency and cooling efficiency, including reflections at the bound-
ary. They concluded that moderate concentration and sample size
should be used to avoid the dominance of fluorescence
reabsorption.

Despite these interesting theoretical studies, a more important
issue, if not the most important, is to develop a theory that can
provide the criterion of the material selection. Although there are
many factors limiting the laser cooling performance, the materials
properties, including dopants and hosts, are essential. An ideal
dopant-host pair should allow for an effective ion-phonon cou-
pling, which otherwise should not be large enough to result in
multiphonon relaxation. Ruan et al. recently used the Fermi’s
Golden Rule to decouple various limiting factors, aiming to de-
velop an atomic level of understanding �44�. They found that the
cooling performance is limited by the population of the three car-
riers and their couplings. The nanostructure was proposed to be
capable of enhancing the carrier populations, and the understand-
ing of the ion-phonon coupling mechanism is to be established
and is crucial for engineering the materials for laser cooling.

7 Advance of Laser Cooling in Semiconductors
Given the recent advance in fabrication of semiconductor de-

vices and their use as lasers, it is not surprising that a number of
researchers have considered these candidates for optical cooling.
A GaAs/GaInP heterostructure was studied for possible cooling
by Gauck et al. �48�. They observed blue-shifted luminescence but
did not see net cooling because coupling inefficiency caused lu-
minescence reabsorption. Finkeiben et al. �49� detected local cool-
ing in the area of the pumping beam spot that was due to anti-
stokes photoluminescence in a GaAs quantum-well structure,
recording a temperature drop of 7 K from liquid-nitrogen tem-
perature. Sheik-Bahae �24� et al. performed a theoretical analysis
considering nonradiative decay and luminescence reabsorption,
and proposed the feasibility of laser cooling in semiconductors.
Nevertheless, no bulk cooling of semiconductors has yet been
realized experimentally, where the luminescence trapping due to
total internal reflection remains a major obstacle.

One possible solution is to use an index-matched dome lens
attached to the cooling element �48�, as shown in Fig. 10�a�. Since
the dome lens is much larger than the heterostructure, the fluores-
cence emitted at any angle would become nearly normal to the
dome surface, making the extraction much more efficiently. The
drawback is that the dome lens introduces more external thermal
load and increases the system size. Another possible solution is to
use a nanogap structure �50�, as shown in Fig. 10�b�. For the onset
of the total internal reflection, there exists an evanescent wave on
the other side of the surface which has an exponentially decaying
amplitude and does not transfer any energy. If another surface is
brought closely to the first one at a distance shorter than the wave-
length, the evanescent waves will be coupled to the second sur-
face and become propagating waves. In this way, the originally
trapped fluorescence can be efficiently coupled out of the cooling
element.

8 Conclusions and Outlook
Over the past decade, substantial progress has been made in the

laser cooling of solids. Cooling of rare-earth-ion doped solids has
been demonstrated and improved, and cooling in semiconductors
are anticipated in the near future. Current work is focused on
finding new materials and structures that can enhance the cooling
performance, or that can be cooled �for semiconductors�. Ways are
also being explored in which a practical optical cooler might be
engineered.

Further research into laser cooling of solids should firstly ex-
plore new materials and structures for enhanced cooling perfor-

mance. Material properties determine the maximum cooling effi-
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iency that can be achieved, so further advances could result from
nvestigation of other dopants, such as thulium and others, to re-
lace ytterbium. Consideration should also be given to other host
aterials, including crystals and glasses. New structures such as

anostructure are promising due to the quantum size effect, and
hould be considered as a major direction. Given the rate of ad-
ancement of semiconductor manufacturing techniques, they may
e ideal candidates for laser cooling in the near future, since the
lectronic structures could be engineered to optimize the cooling
fficiency for specific applications. Equally important to the ex-
erimental investigations is the development of a theory that can
rovide a criterion for the material selection. Although this is very
hallenging, considering the complexity of the electron-phonon
oupling, useful results are expected to be obtained in the near
uture, which can then provide guidance for searching new mate-
ials and structures.
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omenclature
A � surface area �m2�
co � speed of light in vacuum �m/s�
E � complex electric field �V/m�
E � energy �J�
ee � electron charge �C�

fp , fph � phonon, photon distribution function
I � intensity �W/m2�

M � interaction matrix
P � power �W�
Q � power �W�
r � interatomic distance �m�
Ṡ � energy conversion �W�
T � temperature �K�

reek Symbols
� � absorptivity
� � divergence
˙

ig. 10 Possible structures for extracting the fluorescence
rom the high refractive-index semiconductors: „a… An index-

atching dome lens attached on the cooling element †48‡. „b… A
anogap structure to couple the evanescent waves out of the
ooling element †50‡.
� � transition rate �1/s�

ournal of Heat Transfer
�̇e,a � transition probability per unit time per unit
energy density �1/s / �J /m3���

�c � cooling efficiency
�e-ph � quantum efficiency

� � magnetic permeability �H/m�
�e � dipole moment vector �C-m�
� � wave function
� � angular frequency �rad/s�

Subscripts
a � absorption
c � cooling
e � emission, electron
F � flux
f � fluid, final state, fluorescence
g � gap
i � incident, initial state
o � free space
p � phonon

ph � photon
r � radiative, real part of a complex number
S � entropy
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Anisotropic Polarized Emission of
a Doped Silicon Lamellar Grating
Thermal emission of a doped silicon grating has been studied in the plane perpendicular
to the grooves. We show how the excitation of surface plasmons produce a resonant
emission weakly depending on the polarization and azimuthal angle. We analyze in detail
the polarization and angular dependence of the emission out of the plane perpendicular
to the grooves. Two kinds of thermal sources, directional and quasi-isotropic, are studied.
They have been designed in a previous paper. We also compute the total hemispherical
emissivity of these gratings. In addition we show that in applications such as radiative
cooling, these sources are less efficient than other structures. �DOI: 10.1115/1.2360594�
Introduction
Emission and absorption of radiation by an air-material flat in-

erface is controlled by the reflectivity of the interface. This prop-
rty is not an intrinsic property and depends significantly on the
oughness of the interface. This opens the way to the design of
patially selective or directional emission/absorption properties.
his is of uppermost relevance for the design of efficient infrared

adiation sources, thermophotovoltaic sources, selective absorbers
or detection, photovoltaic energy conversion, or radiative cooling
o name a few applications. In particular, it has been known that
he interface roughness design can take advantage of the surface
aves to produce remarkable properties.
Total absorption of a plane wave by a metallic grating has been

nown for years �1–3�. The incident wave can be coupled to a
urface wave through the periodicity of the grating so that there is
00% absorption at a given wavelength and at a given angle of
ncidence �2,3�. According to Kirchhoff’s law, the emissivity is
lso 100%. It has been shown that materials supporting electro-
agnetic surface resonances such as surface phonon-polaritons or

urface plasmon-polaritons could produce thermal emission in
ell-defined directions by ruling a shallow grating on their sur-

ace �4–6�. Thus numerical and experimental works have been
ade on metals, supporting surface plasmon polaritons �7,8� as
ell as on polar materials, supporting surface phonon polaritons

4,5�. In this paper we show that the directional polarized emis-
ivity can be significantly modified by ruling a grating. Extending
revious works restricted to emission in the plane perpendicular to
he grooves to nonzero azimuthal angles, we find that surface
lasmons contribute to s-polarized emission. We consider two
inds of sources: A quasi-isotropic source at a given wavelength
r a directional thermal source. In the latter case, the emission
obes are similar to those observed for antennas in the radiowave
requency range. It has been shown that this directionality is a
ignature of the spatial coherence of the thermal source. The spa-
ial coherence length has been calculated numerically and

easured �5�.
Due to the existence of free carriers in doped silicon, this ma-

erial can support surface plasmon-polaritons. Several groups have
orked on this material, and they have shown that the radiative
roperties of doped silicon could be modified by introducing some
eriodicity on the surface �9–13�. In particular, Hesketh et al. have
emonstrated the role of surface plasmon polaritons in the modi-
cation of the thermal emission of doped silicon structures

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 24, 2006; final manuscript re-
eived June 21, 2006. Review conducted by Zhuomin M. Zhang. Paper presented at

he Nano/microscale radiative transfer 2005.

ournal of Heat Transfer Copyright © 20
�10,11�. The grating parameters have a great impact on the effi-
ciency of the coupling between surface polaritons and propagating
waves. The development of rigorous calculation code based on the
rigorous coupled wave analysis �14� allows us to engineer the
emission properties of materials such as doped silicon. We have
optimized p-doped silicon lamellar gratings with two different
behaviors: A directional thermal source or a quasi-isotropic source
for a given wavelength �6,15�. Let us note that thermal emission
has been also studied for two-dimensional photonic crystals
�16–21� and interesting works have been reported for one-
dimensional photonic crystals �binary layers of dielectric materi-
als on a metallic or semiconductor bulk� �22–25�.

Previous studies were restricted to a plane of incidence �or
emission� perpendicular to the grating lines. In this plane, a sur-
face wave can only be coupled to a p-polarized propagating wave
but never to s-polarized waves. This is no longer true when con-
sidering a plane of emission with an azimuthal angle ��0 deg
�defined below in Fig. 1�. A few studies have dealt with that kind
of problem �26,27�. They have shown, for example, that with �
�0 deg one could have conversion of polarization �27� and that a
surface wave could be excited by a s-polarized propagating wave
�26�. In our case, it is obviously interesting to see how the azi-
muthal angle acts on the behavior of thermal sources.

The increase of the emissivity of p-doped silicon has led us to
study the possibility of cooling silicon structures �15�. Those cal-
culations were based on approximations related to the fact that the
emissivity was calculated in the planeperpendicular to grating
lines and in p-polarization only. In this paper, we study the emis-
sivity integrated over all polarization and all emission angles. The
paper is organized as follows. In Sec. 2, we present the two kinds
of sources which have been previously optimized. The modifica-
tions of the radiative properties of these sources when observing
in a plane which is not perpendicular to the grooves of the grat-
ings are discussed in Sec. 3. Finally, we address the radiative
cooling of p-doped silicon by these sources in Sec. 4 by perform-
ing an exact calculation of the total hemispherical emissivity of
the structures.

2 Silicon Infrared Sources
In this section, we consider lamellar gratings made of heavily

p-doped silicon with a carrier concentration N=2.5�1020 cm−3.
We choose this large carrier concentration to have a low emissiv-
ity in the middle and far infrared. Indeed heavily doped-silicon
behaves as a metal in the infrared and has a high reflectivity. Note
that for n-doped silicon, the result is similar. The parameters of
such a grating are the period �, the filling factor F and the depth
h. The radiative properties of these structures in a plane of emis-

sion perpendicular to the grooves of the grating �see Fig. 1� have

JANUARY 2007, Vol. 129 / 1107 by ASME
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een already studied in previous papers �6,15�. These works were
imited to the study of p-polarized waves because resonant ab-
orption or emission due to excitation of surface plasmons cannot
e observed for s-polarized waves in a plane perpendicular to the
rooves. This is no longer the case out of this plane. In this paper,
e use the same formula as in �6� for the dielectric constant of
oped silicon.

We have implemented the rigorous coupled wave analysis
ethod �RCWA� �14,28,29� to numerically calculate the direc-

ional emissivity at a given wavelength � for any polarization and
or any plane of emission which is not perpendicular to the lines
f the grating. The aim of the RCWA method is the calculation of
he transmitted and reflected efficiencies for each diffraction order
f the grating for a given incident plane wave. For an infinite
eriodic structure, the electromagneticfield is pseudoperiodic
Bloch modes�. The method is based on Fourier’s decomposition
f electric and magnetic fields and also of the geometry of the
rating. Maxwell’s equations yields a linear system of equations
or Fourier’s order of the fields. The number of equations depends
n the truncature order of Fourier’s series. The greater this num-
er is, the better the numerical convergence of the calculation.
olving this system we calculate the reflected and transmitted ef-
ciencies. Furthermore the algorithm described by Hugonin and
hateau in Ref. �14� is a S-matrix algorithm, which is more effi-
ient than the T-matrix algorithm. The calculation of the efficien-
ies with 1% of precision for a given wavelength and angle of
ncidence, takes 0.1 s using a 4 Gbytes computer with a 1.5 Ghz
PU frequency.
Figure 1 summarizes the different notations to define the direc-

ion of emission. The structure is periodic along the x-axis. A
irection of observation is given by the wave vector k and defined
y two angles � and � �see Fig. 1�. The plane �z ,k� is the plane of
mission or sagittal plane. The angle � gives the polarization:
=0 deg corresponds to the p-polarization and �=90 deg to the

-polarization.
Depending on the grating parameters, the emissivity can be

ither highly directional or quasi isotropic as shown in Refs.
6,15�. In the present study we work on the same sources. For
onvenience, we give the parameters of such gratings. A direc-
ional source is produced with the following parameters: Period

=6.3 �m, filling factor F=0.4, and depth h=0.6 �m. A quasi-
sotropic source has been optimized for different parameters: �
2.5 �m, filling factor F=0.8, and depth h=0.6 �m. In Fig. 2, we

epresent the directional emissivity in a plane �� ,�� for the direc-
ional source �Fig. 2�a�� and for the quasi-isotropic one �Fig.
�b��. For both sources, we represent the emissivity in
-polarization and for an azimuthal angle �=0 deg.
For both figures, the emissivity is high for wavelengths below

ig. 1 Emission of a grating in the direction „� ,�…. The electric
eld E makes an angle � with the plane „z,k…. �=0 deg corre-
ponds to the p-polarization and �=90 deg to the
-polarization.
=4.2 �m which corresponds to the plasma frequency of p-doped

2 / Vol. 129, JANUARY 2007
silicon for a carrier concentration N=2.5�1020 cm−3. In this
wavelength range the doped silicon is a dielectric medium. Be-
yond the plasma wavelength, the heavily doped-silicon behaves as
a metal and has a low emissivity. This is the typical emissivity of
a plane interface of p-doped silicon. In the region of low emissiv-
ity, one can see a line corresponding to a high emissivity. This line
is due to the resonant thermal excitation of surface waves �surface
plasmon-polaritons� which are electromagnetic resonances of the
system. The fact that the line is narrow shows that the emission
pattern has a lobe with a small angular width. The mechanism of
this emission can be described as follows. A surface wave can be
excited by the random currents thermally excited. Since the sur-
face wave has a decay length when propagating along the surface
that is much larger than the period of the grating, it is scattered by
many grooves. The interference of the field scattered by all the
grooves produces a lobe in a well-defined direction. A detailed
study of the physical mechanism is made in Refs. �4–6,30�.

For the first source �Fig. 2�a��, the wavelength of the emission
varies with the angle of observation �. Therefore, at a given wave-
length, the emissivity is high at an angle � well defined and the
source is directional. For the second source �Fig. 2�b��, the line is
broader and the wavelength of emission is fixed at �=5.9 �m for
any angles of observation. Therefore, at this wavelength, the emis-
sivity reaches unity for a broad range of angles and the source can
be considered as quasi-isotropic at this wavelength. This is a di-
rect consequence of the structure of the dispersion relation. At the

Fig. 2 Emissivity pattern in p-polarization for p-doped silicon
gratings with N=2.5Ã1020 cm−3

„the grooves of the grating are
perpendicular to the incident plane: �=0 deg…. „a… Directional
source with parameters �=6.3 �m, F=0.4 and h=0.6 �m. „b…
Quasi-isotropic source with �=2.5 �m, F=0.8, and h=0.6 �m.
particular wavelength of 5.9 �m, the dispersion relation is almost

Transactions of the ASME
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at as seen in Fig. 3. This entails that the condition of emission by
surface plasmon given by the grating relation kx

inc=ksp+ p2� /�
s satisfied for any value of the emission angle since ksp takes any
alue larger than 	 /c. The surface wave is a p-polarized phenom-
non, and the high emissivity cannot appear when observing the
ource in s-polarization. However, when the azimuthal angle � is
arying, the surface waves can be coupled to a s-polarized propa-
ating one. Therefore, the emission pattern is not the same in
ther planes of emission.

Variation of the Emissivity with the Azimuthal Angle

In this section, we focus on the emissivity out of the plane
erpendicular to the grooves, i.e., for ��0. Only a few studies
ave dealt with this issue �26,27�. In what follows, we shall con-
ider the same gratings as in Sec. 2. We introduce the factors ux
sin � cos � and uy =sin � sin � which are the projections on, re-

pectively, the x-axis and y-axis of the unit vector u=k / �k� where
is the wave vector of the emitted wave.
We start by considering the emission at a wavelength of �

8 �m of the directional source. The results are shown in Fig. 4.
e observe an emissivity close to the value of a plane surface

xcept along two lines where the emissivity approaches 1. In or-
er to analyze the emissivity as a function of angle and wave-
ength, it is easier to take advantage of Kirchhoff’s law and ana-
yze the absorptivity. The two lines observed in Fig. 4 can be
nterpreted as a resonant absorption due to the excitation of sur-
ace plasmons. Indeed, at this wavelength, the dispersion relation
f a surface plasmon yields a well-defined value of the wave
ector given by kSP=	 /c�
 / �
+1� �31�. A resonant absorption
ue to the excitation of a surface plasmon is thus expected if the
ondition k//

inc+ �p2� /��x=kSP is fulfilled. We have schematically
epresented the dispersion relation in Fig. 5. We have also repre-
ented the location of the points given by kSP− �p2� /��x with
= ±1. When the extremity of the incident wave vector matches

he dispersion relation of the surface plasmon polariton, a reso-
ance is expected. It is seen in Fig. 4 that the emissivity maxima
re along these lines.

Another feature is observed in Fig. 4, the variation of the value
f the maximum emissivity with the angle �. It is seen that for
alues of � close to zero, the emissivity is maximum for
-polarization whereas it is very small for s-polarization. This
ehavior can be explained by taking into account the polarization
f the electric field associated with surface waves. A surface wave
ropagating along the interface with a wave vector kSP has two
omponents of the electric field: one is parallel to kSP and the
ther is parallel to the normal of the surface. It follows that the

ig. 3 Solid line: Schematic dispersion relation of a surface
lasmon polariton. Dashed line: Light cone. The solid curve

ies out of the light cone, so that the wave is evanescent. k¸ is
he projection of the wave vector in the plane „x,y…, and �
2�c /� is the pulsation.
urface current density associated with the surface plasmon in the

ournal of Heat Transfer
material has a component parallel to kSP. An external electric field
can excite a surface plasmon provided that it has a component
parallel to kSP. This condition explains the � dependence and the
polarization dependence of the emissivity. Let us consider, for

Fig. 4 Polar representation of the emissivity at �=8.0 �m for
the directional source in both p-polarization „a… and
s-polarization „b…

Fig. 5 Dispersion relation of surface plasmon-polaritons in a
„kx ,ky… plane for a fixed frequency on a grating. The radius of
the dashed circle is the wave vector modulus in free space.
Inside this circle „in gray…, the emitted waves have a real
z-component of k, so that they are propagating waves. Outside
the dashed circle, the waves are evanescent waves. The solid
circle at the center has a radius equal to the modulus of the
wave vector of the surface plasmon-polariton kSP. With a grat-
ing of period �, this solid circle is reproduced with a period
2� /�: It represents the surface waves diffraction at the orders
±1. One can see that a part of the solid line is lying now in the
light cone, so that the corresponding surface plasmon-

polaritons are coupled to propagating waves.

JANUARY 2007, Vol. 129 / 13
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xample, the absorption of a plane wave with an angle �=0 so
hat the incident wavector is along the x-axis �kx

inc ,0�. A plasmon
an in principle be excited with a wavector �kx=kSP, ky =0� pro-
ided that kx

inc=kSP−2� /�. If the incident plane wave is
-polarized, the incident field can excite a current density parallel

o the x-axis and, therefore, excite the surface wave. Conversely, if
he wave is s-polarized, the incident electric field is along the
-axis and, therefore, cannot excite a current density along the
-axis.

Let us note that similar patterns have been also observed in
tudies on diffuse light scattered by diffraction gratings �32–35�.
hose studies consider periodic structures on which a microrough-
ess exists. The grating or the microroughness can couple the
ncident plane wave into any surface mode. These modes are then
cattered by the grating. The light re-emitted in this way forms
hat is called the diffuse bands. In the case of thermal emission
y p-doped silicon gratings, the surface plasmon-polaritons are
xcited by the random currents due to thermal motion of elec-
rons. The subsequent coupling of surface plasmons into propagat-
ng waves through the grating is similar in both cases explaining
he similarity between both patterns.

We now consider the absorption at the frequency corresponding
o the asymptote of the dispersion relation �see Fig. 3�. At this
articular frequency, the dispersion relation is flat as discussed
reviously. It follows that any incident wave will excite a surface
lasmon provided that �k//

inc+ �p2� /��x��	 /c. For a flat inter-
ace, the domain of existence of surface plasmon is the whole
lane �kx ,ky� except for the area of a disk as depicted in Fig. 6.
he condition of excitation of a surface plasmon is given by

//
inc=kSP− �p2� /��x. From Fig. 6, we see that any incident direc-

ion excites a surface plasmon when the period � is larger than the
avelength. As previously mentioned, we must pay attention to

he polarization to see how efficient is the excitation of the surface
ave. To have an efficient coupling between the incident wave

nd the surface plasmon, one knows that the incident electric field
ust have a component parallel to kSP. In p-polarization the maxi-
al effect should be obtained for a zero azimuthal angle. Regard-

ng s-polarization, the maximal effect should be obtained for �
90 deg. The numericalresults are shown in Fig. 7. The angular
nd polarization dependence is clearly observed.

Finally, we consider the unpolarized emissivity by summing the
wo polarized contributions �see Fig. 8�. It is remarkable to note
hat despite the strong anisotropy of the surface, the total emissiv-
ty does not depend on the angle i and is slightly above 0.6. These
esults strongly suggest that by texturing the interface along both

and y directions, one should be able to produce a surface that
ould emit unpolarized light in all directions with an emissivity

lose to 1. A possible application is the design of an emitter or

ig. 6 Wave vector diagram of a lamellar grating periodic
long the x-axis. The material can support surface waves.
bsorber at a given frequency.

4 / Vol. 129, JANUARY 2007
4 Total Hemispherical Emissivity
Let us now consider the total hemispherical emissivity of such

sources. To obtain this value, we have to spectrally and angularly
integrate the previously calculated emissivity. The total hemi-
spherical emissivity of the doped silicon gratings has been calcu-
lated in a previous paper �15�. However, the calculations of the
directional emissivity were performed only in p-polarization and
for a plane of incidence perpendicular to the grooves of the grat-

Fig. 7 Polar representation of the emissivity at �=5.9 �m for
the quasi-isotropic source in both p-polarization „a… and
s-polarization „b…

Fig. 8 Polar representation of the average emissivity in both
p- and s-polarization at �=5.9 �m for the quasi-isotropic

source

Transactions of the ASME
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ngs. The emissivity integrated over all angles was estimated by
ssuming that the emissivity was the same in 2� steradians. With
he calculation of the directional emissivity in a plane which is not
erpendicular to the grooves of the grating, we can now perform
n exact calculation of the total hemispherical emissivity. The
otal hemispherical emissivity at the temperature T is defined by
he ratio of the hemispherical emitted flux with the emitted flux of
he blackbody at the same temperature T


�T� =
1

�T4�
�=0

2� �
�=0

�/2�
0




��,�,��I�
0�T�cos � sin �d�d�d�

�1�

here 
�� ,� ,�� is the directional emissivity of the surface for a
iven wavelength �, I�

0�T� is the Planck’s function and � the Ste-
an’s constant. We perform the calculation in both polarizations by
2 deg step in �, a 5 deg step in �, and about a 100 nm step in
avelength. It corresponds to about 350,000 points, i.e., about
0 h computational time. The convergence of the integration has
een checked by multiplying the number of points by 4: We ob-
ained the same results. The average of the two results yields a
alue of the total hemispherical emissivity at temperature T. The
esults for the directional and quasi-isotropic sources previously
efined are given in Table 1 for a temperature T=100 °C. In order
o have a reference, we have also calculated the total hemispheri-
al emissivity for a plane interface of p-doped silicon with the
ame carrier concentration. In p-polarization, the approximation
hat we made in Ref. �15� was in fair agreement. In particular, the
alues of the total hemispherical emissivity for the directional
ource are closer than expected. Let us consider now the average
alues. One can see that the quasi-isotropic source has a higher
mitted flux than the directional source. The quasi-isotropic
ource emits about 40% more radiation than the plane interface.
owever, when decreasing the doping of silicon, the emissivity of

he plane interface increases. In fact there is an optimum for the
oping about N=1018 cm−3. Indeed, below this doping level the
-doped silicon becomes less absorbing so that the emissivity de-
reases. Therefore, the gratings are not interesting in applications
uch as radiative cooling. Their interest is to allow the design of
fficient sources with spectral or directional selectivity. As indi-
ated in the previous section, the overall emissivity could be sig-
ificantly improved by using a two-dimensional structure of the
urface.

Conclusions
We have reported the design of p-doped silicon gratings to emit

hermal light in a directional or quasi-isotropic manner. As dem-
nstrated in previous works, such thermal sources can be engi-
eered with metals, polar materials and doped silicon �4–6�. We
re interested here in p-doped silicon. However, it is obviously
ossible to optimize such gratings with n-doped silicon. We have
hown that s-polarized waves out of the plane perpendicular to the
rooves can be coupled with surface modes. We have highlighted
he fact that the source remains directional or quasi-isotropic even
hen considering a plane not perpendicular to the grating lines. In

hat case, both polarizations must be taken into account. Finally,

Table 1 Total hemispherical emissivity at T=100°C

Directional source Isotropic source Plane interface

1D approximation
�p-polarization�

0.29 0.376 0.24

exact result
�p-polarization�

0.28 0.31 0.24

exact result
both polarizations�

0.218 0.249 0.179
erforming an exact calculation of the total hemispherical emis-

ournal of Heat Transfer
sivity, we have shown that these sources radiate more power than
a plane interface with the same doping. They are interesting for
their high spectral and directional selectivity.

Nomenclature
c � light speed
F � filling factor of a grating
h � depth of a grating

I�
0�T� � specific intensity at temperature T

k � wave vector
n � diffraction order �integer�
N � free carrier concentration in doped silicon

�holes concentration in this paper�
T � temperature
u � unit vector supporting the wave vector
x � unit vector of the in-plane axis perpendicular

to the lines of a grating
y � unit vector of the in-plane axis parallel to the

lines of a grating
z � unit vector of the axis perpendicular to the

structure

�T� � total hemispherical emissivity at temperature T


�� ,� ,�� � directional spectral emissivity of a structure
� � polar angle of emission
� � wavelength
� � period of a grating
	 � pulsation �	=2� /��
� � Stefan’s constant
� � azimuthal angle of emission
� � polarization angle

Subscripts
inc � incident
SP � surface plasmon

x � coordinate along the x-axis
y � coordinate along the y-axis
// � projection in the plane �x ,y�
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Coherent Thermal Emission From
Modified Periodic Multilayer
Structures
Enhancement of thermal emission and control of its direction are important for applica-
tions in optoelectronics and energy conversion. A number of structures have been pro-
posed as coherent emission sources, which exhibit a large emissivity peak within a nar-
row wavelength band and at a well-defined direction. A commonly used structure is the
grating, in which the excited surface polaritons or surface waves are coupled with propa-
gating waves in air, resulting in coherent emission for p polarization only. One-
dimensional photonic crystals can also support surface waves and may be modified to
construct coherent emission sources. The present study investigates coherent emission
from a multilayer structure consisting of a SiC film coated atop a dielectric photonic
crystal (PC). By exciting surface waves at the interface between SiC and the PC, coher-
ent emission is predicted for both p and s polarizations. In addition to the excitation of
surface waves, the emission from the proposed multilayer structure can be greatly en-
hanced by the cavity resonance mode and the Brewster mode. �DOI: 10.1115/1.2401194�

Keywords: electromagnetic, emitting, microstructures, radiation, thin films
Introduction
Surface microstructures can strongly affect the directional be-

avior of absorption and emission due to multiple reflections �1�
nd diffraction �2,3�, allowing the radiative properties to be con-
rolled. A number of studies have dealt with the effects of micro-
tructures on radiative properties, especially thermal emission
rom structured surfaces �4–6�. In fact, enhancement of thermal
mission and control of its direction are crucial for the applica-
ions in energy conversion systems, such as solar cells �7�, ther-

ophotovoltaic devices �8�, and radiation filters �9�. Because of
he important applications to radiative energy transfer and energy
onversion devices, the study of engineered micro/nanostructures
ith desired thermal radiative characteristics has become a new

rontier of radiation heat transfer research.
Coherent emission is associated with sharp spectral peaks �tem-

oral coherence� and/or narrow angular lobes in well-defined di-
ections �spatial coherence�. Recently, coherent thermal emission
as been demonstrated using gratings made of a metal �10� or a
olar material �11� by exciting surface waves, which propagate
long the interface and decay into both media. However, surface
aves from grating structures are limited to the p polarization

when the magnetic field is parallel to the grooves, and the emis-
ion direction is perpendicular to the grooves�. Metamaterials with
refractive index much less than unity �12� or single negative
aterials �with alternative negative permittivity and negative per-
eability layers� �13� have also been proposed as coherent emis-

ion sources; however, these materials have not been fabricated
or the near-infrared and midinfrared spectral regions, where ther-
al radiation is the most important.
Recently, periodic microstructures such as photonic crystals

PCs� were extensively investigated to engineer radiative proper-
ies for specific applications �14–18�. A PC is a periodic array of
nit cells �i.e., photonic lattices in analog to those in real crystals�,
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eceived April 5, 2006. Review conducted by Suresh V. Garimella. Paper presented at
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ando, FL, November 5–11, 2005.

ournal of Heat Transfer Copyright © 20
which replicate infinitely in one, two, or three dimensions. Analo-
gously to electron movement in crystals, electromagnetic wave
propagation in PCs should also satisfy the Bloch condition �19�.
Similarly, due to the periodicity, a PC exhibits band structures
consisting of pass bands and stop bands when the frequency is
plotted against the wave vector. In the pass band, for instance,
electromagnetic waves can propagate through a PC, whereas in
the stop band, no energy-carrier waves can exist inside a PC, and
only an oscillating but evanescently decaying field may exist. The
existence of stop bands enables a PC to be used in many opto-
electronic devices such as band-pass filters and waveguides. One-
dimensional �1D� PCs are usually made of alternating layers with
two lossless dielectrics. Since no energy can transmit into the PC
in the stop band, the 1D PC composed of several unit cells can be
used as an excellent reflector in the resonance cavity �20�. Fur-
thermore, Yeh et al. �21� showed that a 1D PC can support a
surface mode or surface wave for both p and s polarizations in the
stop band. Since surface waves are nonradiative, an attenuated
total reflection �ATR� configuration is normally employed to ex-
cite the surface waves at the interface between a PC and air �22�.
It has been demonstrated that, if a metallic layer is coated on a 1D
PC, surface waves can be directly excited by propagating waves
in air, resulting in a sharp reduction in the reflectance �23�.

The present paper describes a comprehensive investigation of
the multilayer structure proposed by Lee et al. �24� for coherent
emission. The structure is made of a polar material and a semi-
infinite 1D PC, as shown in Fig. 1. Here, the PC is terminated or
modified by placing a polar material on top of it to couple surface
waves with propagating waves in air. SiC is an ideal polar mate-
rial for coherent emission in the midinfrared spectral region. The
unit cell of a 1D PC is composed of the alternating dielectrics with
different refractive indices na and nb, respectively, and defined by
the following thicknesses: a1, db, and a2, where a1+a2=da with a
period �or lattice constant� �=da+db. In practice, only a finite
number of unit cells are required and the thin films can be depos-
ited onto a suitable substrate, such as silicon. The thickness a1,
which may be varied from 0 to da, plays an important role in
tuning the coherent emission wavelength. The spectral–directional
emissivity of the SiC–PC structure is calculated using the 1D

transfer matrix formulation �25–27�. By examining conditions that
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ause a large emission in a narrow spectral range and an angular
obe in a well-defined direction, a regime map is developed to
dentify the emissivity enhancement due to three different mecha-
isms: the excitation of surface waves, cavity resonance mode,
nd the Brewster mode. The effects of geometric parameters and
rrangement of the high- and low-index dielectrics in the PC on
he emission characteristics are investigated.

Theory
Similar to grating structures �11,12� and single negative mate-

ials �14�, the excitation of surface waves plays an important role
o enable coherent thermal emission from the proposed SiC–PC
tructure. However, surface waves involving PCs possess some
nique features different from those involving gratings or single
egative materials. For clear understanding of coherent thermal
mission from the SiC–PC structure, brief discussions about PCs
s well as the surface waves from PCs are presented below with
ey equations.

2.1 Fundamentals of Photonic Crystals. While three-
imensional photonic crystals with complicated structures can be
abricated and used in a number of applications, the fundamental
hysics can be illustrated using 1D PCs and can be easily gener-
lized into two- or three-dimensional structures �19�. As illus-

ig. 1 Schematic of the multilayer structure made of a SiC
ayer coated on a semi-infinite 1D PC for an s-polarized wave
ncident from air. The unit cell of the PC consists of a dielectric
type a… on both sides of a dielectric „type b… with a total thick-
ess „lattice constant… �=da+db, where da=a1+a2. The surface
ermination is determined by the thickness of the dielectric „a1…

ext to the SiC film with a dielectric function of �s.
rated in Fig. 2, a 1D PC is a periodic multilayer structure, whose

�
Bm

� a a b b b a �Bm+1
�
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unit cell is composed of alternating dielectrics with different re-
fractive indices. It is assumed that the PC is infinitely extended to
the right, and type-a dielectric starts at z=0. Wave propagation in
periodic media is analogous to the motion of electrons in crystal-
line materials �28�. From such analogy, the electric field vector in
the 1D PC for a monochromatic electromagnetic wave of angular
frequency � should satisfy the Bloch condition given by �19�

E�x,y,z,t� = u�z�eiKzei�kxx+kyy−�t� �1�

where u�z+��=u�z� is a periodic function of z, kx, and ky are the
parallel components of the wave vector and are the same in all
layers as required by the phase-matching condition, and K is the
magnitude of the Bloch wave vector, which is parallel to the z axis
for 1D PC. Here, K is a characteristic parameter of the PC and is
the same for all layers. The wave vector components in the z
direction are kz,a �in medium a� and kz,b �in medium b�, which are
determined by kx

2+ky
2+kz,a

2 =na
2�2 /c2 and kx

2+ky
2+kz,b

2 =nb
2�2 /c2,

respectively. Here, c is the speed of light in air, whose optical
properties are assumed to be the same as those of vacuum. From
the Bloch condition, the electric field in the 1D PC satisfies

E�x,y,z + �,t� = E�x,y,z,t�eiK� �2�
Because of axial symmetry, the coordinate can always be ro-

tated around the z axis to make ky =0. It is a common practice to
analyze the wave propagation for two separate polarizations. In
the case of s polarization, the electric field is perpendicular to the
x-z plane. Therefore, the electric field component in the y direc-

Fig. 2 Schematic of the amplitudes of forward and backward
waves in a semi-infinite 1D PC, in the right half space. The unit
cell of the 1D PC is made of two dielectric layers, type a and
type b, and has a period �=da+db.
tion can be expressed as �21�
Ey�x,z� = ��Ameikz,a�z−m�� + Bme−ikz,a�z−m���eikxx, m� � z � �m� + da�
�Cmeikz,b�z−m�−da� + Dme−ikz,b�z−m�−da��eikxx, �m� + da� � z � �m + 1��

�3�
here the time dependence term exp�−i�t� is omitted for simplic-
ty; m is a nonnegative integer; Am and Cm are the amplitudes of
orward waves; and Bm and Dm are those of backward waves at
he interfaces, as shown in Fig. 2. Due to phase shifts from wave
ropagation through the medium, the amplitudes at the other in-
erface of the corresponding layer are Am� =eikz,adaAm, Bm�
e−ikz,adaBm, Cm� =eikz,bdbCm, and Dm� =e−ikz,bdbDm. Boundary condi-

ions require that the tangential components of the electric and
agnetic fields �Ey and Hx� be continuous at each interface. The

oefficients Am and Bm at z=m� are related to those at z= �m
1�� via the propagation matrix �P� and dynamical matrix �D�

Am
= �P D−1D ��P D−1D �

Am+1 �4�
Detailed discussions about the matrix formulation and expressions
of the matrix elements can be found elsewhere �25–27�. From Eq.
�2�, the ratio of the electric fields at two points separated by a
period � along the z direction is equal to exp�iK��, thus

�Am+1

Bm+1
� = eiK��Am

Bm
� �5�

The Bloch wave vector parameter K can be obtained by solving
the eigenvalue equation

M�Am+1

Bm+1
� = e−iK��Am+1

Bm+1
� �6�

where M= �PaDa
−1Db��PbDb

−1Da�. In general, K depends on the

frequency � and the parallel wave vector component kx for given
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eometry and refractive indices of constituent dielectrics. Once K
s determined, the electric field in the PC can be expressed in the
loch wave form

Ey�x,z� = u�z�exp�iKz�exp�ikxx� �7�

n the above equation

u�z� = �A0eikz,a�z−m�� + B0e−ikz,a�z−m���e−iK�z−m�� �8a�

or m��z� �m�+da�, where A0 and B0 are amplitudes of the
rst layer at z=0 and

u�z� = �C0eikz,b�z−m�−da� + D0e−ikz,b�z−m�−da��e−iK�z−m�� �8b�

or �m�+da��z� �m+1��, where

�C0

D0
� = �PaDa

−1Db�−1�A0

B0
�

bviously, u�z� is a periodic function of z.
The expressions for the magnetic field can be obtained from the

lectric field using Maxwell’s equations. For p polarization, the
agnetic field is parallel to the y axis. The same procedure can be

sed to determine the magnetic field first and then the electric
eld �19,25,26�. The amplitudes A0 and B0 depend on the bound-
ry condition at z=0, that is, the interaction of the PC with the
edium in the left half space.
For a given PC, the Bloch wave vector can be solved from the

igenvalue problem described by Eq. �6� for any real positive
alues of � and kx. In general, K is complex. When K is purely
eal, i.e., Im�K�=0, the electric field oscillates in the z direction,
nd the Bloch wave propagates into the positive z direction, which
s called an extended mode. When Im�K��0, on the other hand,
he amplitude of the Bloch wave decays exponentially into the
ositive z direction, and the wave is confined to the first few unit
ells of the photonic crystal; this is called a localized mode
19,21�. Localized mode can also occur inside a PC in the stop
and if defects are introduced. In analogue to real crystals, a de-
ect is a local change of material properties or geometric param-
ters within the PC. Further studies about the field localization
ffects in the disordered periodic multilayers due to the random
hickness variation can be found in Refs. �29,30�. Notice that K
K�kx ,��, and the regions with Im�K�=0 in the �−kx plane are
alled pass bands, and those with Im�K��0 are called stop bands.
uppose light is incident from air �in the left half space� on the PC
t z=0; in the stop band, the PC will act like a perfect mirror,
hich is also called a Bragg reflector, especially when the thick-
ess of each dielectric is a quarter of the wavelength in that me-
ium. A diagram in the �−kx domain showing the different re-
ions allows one to study the band structure of a PC.

Figure 3 shows the calculated band structure of the 1D PC for
oth polarizations. Here, it is assumed that da=db, so that � is the
nly geometric parameter that affects the band structure. For con-
enience, the refractive indices for the two types of dielectrics are
ssumed to be constant, na=2.4 and nb=1.5, in the wavelength
egion of interest. These values approximate those of ZnSe �n

2.4� and KBr �n�1.52� near �=11 �m �31�. The band struc-
ure is expressed by the reduced frequency and wave vector, so
hat Fig. 3 is applicable to arbitrary values of �. The shaded
egions represent stop bands, and the unshaded regions are for
ass bands. The light line in air is plotted as a dash-dot line. On
he upper-left side of this line, propagating waves exist in air.
ere, the parallel component of the wave vector is given by kx
�� /c�sin �, where � is the angle of incidence. On the lower-right

ide of this line, evanescent waves exist in air. Alternatively, one
an think that the light line corresponds to an incidence angle �or
mission angle� of 90 deg. Note that the width of the first two stop
ands shrinks to zero only for p polarization. The crossover point

orresponds to the Brewster angle between constituent dielectric

ournal of Heat Transfer
types a and b. At the Brewster angle, the reflectivity at the inter-
face between the two dielectrics is zero; thus, waves can always
propagate into the PC.

2.2 Dispersion Relation of Surface Waves. A surface wave
is an electromagnetic wave, which propagates along the interface
and decays exponentially into both media. In general, the disper-
sion relation of surface waves at the interface between two semi-
infinite homogeneous media is given by �13,32,33�

kz,1

�1
+

kz,2

�2
= 0, for p polarization �9a�

kz,1

�1
+

kz,2

�2
= 0, for s polarization �9b�

where � j and � j are the relative permittivity and permeability of
medium j �j=1 or 2�, respectively, and kz,j = i	kx

2−� j� j�
2 /c2 is

purely imaginary when loss is not considered, suggesting evanes-
cent waves exist in both media. Equation �9� can be obtained by
matching the boundary conditions for the electric and magnetic
fields. For two semi-infinite media, the Fresnel reflection coeffi-

Fig. 3 Band structure of the 1D PC shown in Fig. 2, with da
=db and na=2.4 and nb=1.5 in the reduced �−kx domain: „a… p
polarization; and „b… s polarization. The dash-dot line denotes
the light line in air. The crossovers for p polarization are due to
the Brewster angle between media a and b.
cients are rp= �kz,1 /�1−kz,2 /�2� / �kz,1 /�1+kz,2 /�2� for p polariza-
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ion and rs= �kz,1 /�1−kz,2 /�2� / �kz,1 /�1+kz,2 /�2� for s polariza-
ion �26�. Therefore, the conditions given in Eq. �9� correspond to
he case when the denominator of the Fresnel coefficients be-
omes zero �32�. The resonance characteristics of the surface
ave excitation can be understood from the point of view that the

eflection coefficients go to infinity.
Evanescent waves can exist in a nonabsorbing medium when

x�	� j� j�� /c�, which can occur for light incident from a me-
ium of larger refractive index to another with a smaller refractive
ndex at an angle of incidence greater than the critical angle; this
henomenon is called total internal reflection. It is important to
otice that, for surface wave to occur, the signs of �1 and �2 must
e opposite in the case of p polarization to satisfy Eq. �9a�. For
ost metals and some polar materials, the real part of 	 becomes

egative in certain frequency regions; however, materials with a
egative � rarely exist at optical frequencies to satisfy the disper-
ion relation for s polarization given in Eq. �9b�. This is the reason
hy grating structures made of a metal or a polar material support

urface waves only for p polarization. Metamaterials with simul-
aneously negative � and � have recently been demonstrated in
he microwave and far-infrared regions, and hold promise for use
o excite surface waves for both polarizations �13,33�.

In order to excite a surface wave at the interface between SiC
nd 1D PC, evanescent waves are required in both SiC and the
C. In SiC, an evanescent wave can exist regardless of the angle
f incidence when the dielectric function ��s� becomes negative
ecause the normal component of the wave vector kz,s= ��2�s /c2

kx
2�1/2 would be purely imaginary. In reality, the dielectric func-

ion of SiC is a complex quantity due to loss or damping in SiC;
n which case, an evanescent wave can exist when the real part of
s is negative and the imaginary part is much smaller than unity.
his is the case in the strong phonon absorption band of SiC for
avelengths between 10.32 �m and 12.61 �m. In the infrared

egion, the optical constants �i.e., refractive index and extinction
oefficient� of SiC are calculated from the functional expression
f �s given by �34�

�s = �ns + i
s�2 = ���1 +
�LO

2 − �TO
2

�TO
2 − �2 − i�

� �10�

here �=1/� is the wave number in cm−1; ��=6.7 is a high-
requency constant; �LO=969 cm−1 is the longitudinal optical
LO� phonon frequency; �TO=793 cm−1 is the transverse optical
TO� phonon frequency; and =4.76 cm−1 is the damping coeffi-
ient �or scattering rate�. In the present study, � is defined as the
avelength in air. From Eq. �10�, it can be easily seen that the real
art of �s is negative for �TO����LO. In Fig. 4, the optical
onstants of SiC are plotted against the wavelength in the vicinity
f the phonon absorption band, and the inset of Fig. 4 will be used
n the later discussion. It is clear that 
s much larger than ns within
he phonon absorption band.

A photonic crystal is a heterogeneous structure, and for the PC
iscussed previously, �a=na

2, �b=nb
2, and �a=�b=1 �nonmag-

etic�. Hence, it is inappropriate to define equivalent 	 and � of
he PC separately by regarding it as a homogeneous medium.
owever, surface waves can be excited at the stop band of the PC
ecause there exists in the PC an effective evanescent wave, which
s an oscillating field whose amplitude gradually decays to zero as
approaches infinity �24�. It can be shown that the effective eva-
escent wave does not carry energy into a semi-infinite PC. Since
he wavelength range corresponding to stop bands of the PC can
e scaled by changing the thickness of the unit cell, � is chosen to
e 3 �m in order to approximately match the wavelengths corre-
ponding to the first band gap of the 1D PC �shown in Fig. 3� with
he phonon absorption band of SiC. Surface waves can be excited
t the SiC–PC interface within the SiC phonon absorption band
or both p and s polarizations. This is the key to constructing

oherent thermal emission sources with directional and spectral

0 / Vol. 129, JANUARY 2007
selectivity for both polarizations without using magnetic materi-
als. By using the equivalent layer method �23� or the supercell
method �35�, it is possible to obtain the dispersion relation of
surface waves between a PC and another medium similar to Eqs.
�9a� and �9b�.

3 Results and Discussion
Figure 5�a� shows the directional–hemispherical reflectance R

of the 1D PC coated with a SiC film �solid line� at normal inci-
dence. The parameters for the 1D PC are the same as those in Fig.
3, except that the surface termination occurs in the type-a dielec-
tric at a1=da /2. The effect of thickness a1 will be discussed later.
Calculations show that 30 periods of unit cells are sufficient to be
approximated as semi-infinite in the stop band. The thickness of
SiC is set to be 1.45 �m. The reflectance of 30-period PC without
SiC is plotted as a dashed line for comparison. The reflectance of
the PC without SiC is unity in the shaded region that corresponds
to the first stop band of the 1D PC with �=3 �m. Several dips
appear in the reflectance spectrum with SiC within the stop band.
The first dip around �=11.5 �m is located in the phonon absorp-
tion band of SiC and is caused by the excitation of surface waves.
Two reflectance dips also appear in the stop band near �
=13 �m, where propagating waves exist in the SiC film. These
reflectance dips are caused by cavity resonance, when a standing
wave exists inside the SiC layer. Note that interference effects
cause some oscillations at wavelengths shorter than 10.2 �m and
longer than 13.6 �m. The period of oscillation varies with the
number of unit cells and the reduction in the reflectance corre-
sponds to a large transmittance through the photonic crystal if it is
not infinitely extended. Since the present study is focused on the
coherent emission from the SiC layer, only features within the
stop band will be further discussed.

The reflectance also depends on the angle of incidence. A re-
gime map in the �−� plane can be constructed and is shown in
Fig. 5�b� to identify regions where surface wave or cavity reso-
nance mode can be excited. Region I represents the domain where
the PC’s stop band overlaps the SiC phonon absorption band. In
this region, surface waves can be excited at the interface between
SiC and 1D PC. Cavity resonance can occur in Region II, which is
outside the SiC absorption band, for the SiC–PC structure. In
Region III, another phenomenon, the Brewster mode may intro-
duce coherent emission but only for p polarization at sufficiently
large incidence angles.

The spectral–directional emissivity is illustrated by the contour

Fig. 4 The optical constants of SiC predicted by the phonon
oscillator model given in Eq. „10… at wavelengths from 9 to
14 �m. The inset is for wavelength from 10 to 10.5 �m.
plot in Fig. 6 for both polarizations as a function of the wave-
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ength and emission angle. From Kirchhoff’s law �36�, the
pectral–directional emissivity ��,� can be obtained by ��,�=1
R−T, where T is the directional–hemispherical transmittance.
he large emissivity values can be seen in a certain range of
avelengths and emission angles. As discussed previously, there

xist three different mechanisms for the SiC–PC structure. The
urface wave excitation and cavity resonance �15,18,20� can hap-
en for both s and p polarizations even at normal incidence or
mission, while the Brewster mode �37� can occur only for p
olarization and at oblique incidence. For the bands that are rela-
ively flat �e.g., upper branches near 13 �m for both figures�, the
missivity is almost independent of the angle. Therefore, rela-
ively diffuse emission can be achieved from the flat bands. In
igs. 6�a� and 6�b�, the top band around 13 �m is due to cavity
esonance. For the lower band in Fig. 6�a� and middle band in Fig.
�b�, on the other hand, coherent emission is due to the excitation
f surface waves and is confined in a narrow angular range at a
iven resonance wavelength. Finally, the bottom band in Fig. 6�b�
s due to the Brewster mode. For the SiC–PC structure, the Brew-

ig. 5 Identification of the important regimes where the radia-
ive properties are dominated by different mechanisms: „a… the
eflectance of the 1D PC with a 1.45-�m-thick SiC layer, where
he dotted line is for the 1D PC without SiC; and „b… the regime

ap in �−� space. CR stands for the cavity resonance mode,
W for surface wave, and BR for the Brewster mode. The
haded areas are corresponding to the first band gap of the 1D
C for s polarization „lighter… and p polarization „darker…. The
honon absorption band of SiC is between the two dashed
orizontal lines.
ter mode also results in relatively flat band like the cavity reso-

ournal of Heat Transfer
nance mode. In the following, each mode contributing to coherent
thermal emission from the SiC–PC structure is separately consid-
ered.

3.1 Region I: Excitation of Surface Waves. Figure 7�a�
shows the spectral–directional emissivity spectra in the wave-
lengths between 10.5 �m and 12 �m at �=0 deg, 30 deg, and
60 deg for s polarization. Three cases are considered with differ-
ent thicknesses of the dielectric layer adjacent to SiC, such that a1
is equal to 0.6da, 0.5da, and 0.4da. When a1=0.5da, for instance,
the geometric parameters of the 1D PC are identical to those in
Fig. 5. Here, the thickness of SiC is set to be ds=1.45 �m, which
results in a near-unity emissivity at �=60 deg if a1=0.5da. Notice
that since the emission peak values depend on the thickness of
SiC, ds can be tuned to maximize the emissivity for any given
emission angle and polarization. The temporal coherence of ther-
mal emission is evident from the sharp spectral peak in the emis-
sivity. It is shown in the previous study �24� that the quality factor
Q=�c /��, where �� is the full width at half maximum, from the
SiC–PC structure is comparable to that for gratings �12� and
single negative materials �14�.

In general, the resonance wavelength of the surface wave at a
given incidence angle can change for different values of a1
�35,38�, i.e., the dispersion relation of the surface wave largely
depends on a1. It can be seen from Fig. 7�a� that in addition to the
resonance wavelengths, the emissivity peak values vary with a1 as
well. For example, the emissivity peak value due to surface waves
decreases as a1 changes from 0.5da to 0.6da. On the other hand,
when a1=0.4da the emissivity values for �=0 deg and 30 deg
increase, but emissivity for 60 deg slightly decreases. Similarly,
the peak emissivity value changes with the thickness a1 for p

Fig. 6 Contour plot of the spectral–directional emissivity of
the SiC–PC structure: „a… s polarization; and „b… p polarization.
The thickness of SiC is set to be 1.45 �m.
polarization. Consequently, the emissivity from the proposed
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tructure can be tuned by changing the value of a1. This is an
dvantage of the SiC–PC structure over the conventional ATR
onfiguration �consisting of a prism, a metal layer, and air� in
hich surfaces waves can also be excited. In the ATR configura-

ion, the only parameter that can affect the emissivity peak values
t the resonance condition is the thickness of the metallic layer
ext to the prism. However, in the SiC–PC structure, the thick-
ess of the SiC layer as well as the surface termination determined
y the thickness a1 can affect the emissivity values from the struc-
ure, which allows more freedom to tune the emissivity.

The spatial coherence of the proposed emission source can be
een by the angular distributions of the emissivity, shown in Fig.
�b� at the three peak wavelengths for s polarization. The polar
lot of the emissivity corresponds the case when a1=0.5da. It is
mportant to note that the emissivity is intentionally plotted as a
olar plot to clearly show the narrow angular lobe in the well-
efined direction. However, if one considers the actual emission
ource with finite dimensions, due to the axial symmetry of the
lanar structure, coherent emission from the SiC–PC structure
xhibits circular patterns �24�, in contrast to the antenna shape for

ig. 7 The spectral–directional emissivity of the SiC–PC
tructure when surface wave is excited. „a… Spectral depen-
ence at �=0 deg, 30 deg, and 60 deg for s polarization with
ifferent locations of the surface termination. The upper panel

llustrates the emissivity when surface termination occurs at
1=0.6da. The middle and lower panels show the cases when
1=0.5da and a1=0.4da, respectively. „b… Angular distributions
t �c=11.479 �m, 11.293 �m, and 10.929 �m for s polarization
hen a1=0.5da.
rating surfaces �11�. The patterns are very similar for p polariza-

2 / Vol. 129, JANUARY 2007
tion at the corresponding peak wavelengths. The emissivity at
each �c is confined in a very narrow angular region, although the
angular spread corresponding to the peak at �=0 deg is larger
than the other two peaks.

The total thickness of the SiC–PC structure is less than
100 �m, which can be deposited using vacuum deposition tech-
niques on a substrate such as silicon. In reality, however, the
thickness of the deposited films may vary somewhat depending on
deposition conditions. The effects of thickness variation on the
emission characteristic can be examined by assuming a random
Gaussian variation within ±150 nm �i.e., up to 10% of the original
layer thickness�. Note that many thin-film deposition techniques
can control the layer thickness within few tens of nanometers. It
turns out that very sharp spectral emission peak can still be
achieved at slightly shifted wavelengths from the SiC–PC struc-
ture. Furthermore, the effects of loss in the dielectric layer are
considered using a nonzero extinction coefficient 
. The peak
value of emissivity reduces by less than 5% when 
�0.001, as
compared with the lossless case �
=0�. Hence, the effects of the
thickness variation and loss in the constituent dielectrics of the 1D
PC can be neglected under controlled deposition and for selected
dielectric materials.

3.2 Region II: Cavity Resonance Mode. As seen from Fig.
6, the large emissivity due to cavity resonance can be found in the
wavelength region between 12.5 �m and 13.5 �m for both polar-
izations. This region is outside of the SiC phonon absorption band
and inside the stop band of the 1D PC. In general, the resonance
like that in the Fabry–Pérot étalon can be found in the PC that has
a defect layer inside it �15,18�, and the resonance mode is called a
defect or cavity mode �19�. For example, the 1D PC that has a
single layer replaced by a different material can support a cavity
mode. In this case, the photonic crystal containing a defect layer
can be divided into three parts with respect to the defect layer. In
other words, the structure is just like a defect layer sandwiched
between two identical PCs, which act as a perfect mirror in the
stop band. Consequently, the electromagnetic wave is confined
inside the defect layer at the stop band due to high reflection from
boundaries, resulting in a large absorption at the resonance con-
dition if the defect layer is an absorbing medium. Recently, Cel-
anovic et al. �20� used a PC on a dielectric cavity deposited on a
metallic reflector to achieve coherent emission characteristics.

From the SiC–PC structure, a slightly different cavity reso-
nance mode occurs compared to the above example because no
defect layer is present inside the 1D PC. The cavity resonance
mode associated with the proposed structure is closer to the
simple resonator made of a semitransparent layer �39�, which also
demonstrates sharp spectral peaks and narrow angular lobes in its
emissivity due to wave interference effects in the semitransparent
slab. At the wavelength around 12.9 �m where a large emissivity
peak appears, the refractive index of SiC is 8.95 and the extinction
coefficient is 0.54 �see Fig. 4�. The reflectivity at the interface
between air and SiC is 0.64 for normal incidence. In addition,
total reflection occurs from the 1D PC in the stop band. Therefore,
the waves are confined in the SiC layer because of high reflection
at both boundaries of the SiC slab. At the resonance condition
when standing waves exist in the SiC layer, the reflectance of the
SiC–PC structure reaches the minimum, resulting in a large emis-
sion because no energy can transmit through the PC in the stop
band. Since phase shifts occur during the reflection from the
boundaries of SiC due to the nonzero 
s value of SiC and the total
reflection from the 1D PC, nsds in the SiC layer at the resonance
condition for �=0 deg is not an exact multiple of the half wave-
length as in the simple Fabry–Pérot étalon �27�. In essence, wave
interference effects in the SiC layer are essential to enabling the
cavity resonance mode in the SiC–PC structure, similar to the
Fabry–Pérot resonator �15,18,20,39�. Thus, the cavity resonance
mode may be excited by either polarization.
For the cavity resonance mode from the proposed structure, the
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missivity values corresponding to emission angles of 0 deg and
0 deg are plotted for both polarizations in Fig. 8�a�. The geomet-
ic parameters of the 1D PC are the same as in Fig. 5. In the cavity
esonance mode, the wavelength position corresponding to the
missivity peaks does not change much with the emission angle.
his is because the refractive index of SiC largely changes with

he wavelength; hence, the effect of the polar angle change on the
hase shift in the SiC layer is compensated for by the large change
f the refractive index. As a result, the wavelength corresponding
o the resonance condition changes little as the emission angle
ncreases. Moreover, the calculated emissivity spectra reveal that
he polarization states do not strongly affect the wavelength where
he cavity resonance mode occurs. Similar to the surface wave, the
missivity peaks due to the cavity resonance mode are very sharp.
he corresponding quality factors for the largest emissivity peak
re 121 at �=0 deg, and 127 or 121 at �=30 deg for s or p
olarizations, respectively. The angular distribution of the
pectral–directional emissivity at �=12.921 �m is plotted for s
olarization in Fig. 8�b�. Unlike in the case of surface waves
here a narrow angular lobe is found in a certain direction, the
iffuse characteristic of the emissivity is obtained from the cavity
esonance mode. A similar trend of angular distribution is found
or p polarization. Consequently, the SiC–PC structure can be
sed to produce a large emission either in a certain direction by
he excitation of surface waves or in a wide range of the polar
ngles by the resonance mode, depending on the wavelength re-
ion of interest. Notice that the emissivity fluctuates outside the
and gap of the PC because of interference effects in the PC.

Figure 9�a� shows the normal emissivity spectra for two cases
hen: �i� the dielectric type a �na=2.4� is next to the SiC film

ig. 8 The spectral–directional emissivity of the SiC–PC
tructure for the cavity resonance mode: „a… spectral depen-
ence at �=0 deg „solid line… and at �=30 deg for s polarization
dashed line… and p polarization „dash-dot line…; and „b… angular
istributions at �c=12.921 �m for s polarization
ith a1=da /2 �identical to the structure in Fig. 5�; and �ii� the

ournal of Heat Transfer
dielectric type b �nb=1.5� is next to the SiC by swapping type-a
and type-b dielectrics in case �i�. For case �i�, the surface wave is
excited near �=11.5 �m, and two cavity resonance modes appear
in 12.5 �m���13.5 �m. On the other hand, no surface wave is
excited for case �ii�, and three cavity resonance modes are ob-
served in 12.5 �m���13.5 �m. This is because the excitation
of surface waves strongly depends on the optical constants of the
dielectric located next to SiC as well as other parameters, such as
angle of incidence, order of the band gap, and polarization. It has
been shown that surface waves can also be excited when the lower
index dielectric is located at the surface of the PC for suitable
parameters �35�. However, from the conditions given in the
present study, excitation of the surface wave is not observable
when the lower index dielectric is next to SiC. Unlike the surface
wave excitation, cavity resonance modes appear in both cases,
because the band structure of the 1D PC is the same for both
cases.

When a surface wave is excited, the field decays exponentially
into both the SiC layer and 1D PC from the interface as demon-
strated in Ref. �24�. On the other hand, a standing wave exists in

Fig. 9 Effects of the dielectric located next to the SiC film: „a…
spectral–directional emissivity of the SiC–PC structure for two
cases when „i… dielectric type a „solid line… or „ii… type b „dashed
line… is next to the SiC layer; and „b… the square of the electric
field, normalized by the incident, inside the SiC–PC structure
for wavelengths corresponding to two cavity resonance
modes. The upper panel of „b… is enlarged by 25 times.
the SiC layer when the cavity resonance occurs, as illustrated in
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ig. 9�b�. Here, E�z� is the real part of the complex electric field
ector. The upper panel is for case �i� at the resonance wavelength
c=12.921 �m; whereas the lower panel is for case �ii� at the
esonance wavelength �c=13.407 �m. Notice that the field in the
pper panel is enlarged 25 times for clear illustration. For in-
tance, the actual value of the square of the electric field in the
pper panel is 7.3/25�0.292 at the maximum. While the emissiv-
ty peak for case �i� at �c=12.921 �m is slightly smaller than that
or case �ii� at �c=13.407 �m, the field strength in the upper
anel is significantly lower than that in the lower panel. Because
oth peaks are within the stop band of the PC, the effective eva-
escent behavior of the electric field inside the PC is manifested
y the oscillating amplitude that decays from left to right. It can
e shown that the transmittance of the PC �with a total thickness
f 90 �m for 30 periods� is nearly zero, indicating that no energy
s transferred through the PC. Since SiC is the only material in the
tructure that can absorb the incident energy, it must be respon-
ible for the thermal emission from the SiC–PC structure regard-
ess of the modes.

3.3 Region III: The Brewster Mode. From Fig. 6�b�, an
missivity enhancement is found for p polarization around �
10.3 �m, which is distinguished from s polarization. In this
ase, the enhancement of emission is due to the Brewster mode.
igure 10�a� shows the emissivity spectra of the SiC–PC structure
hen the thickness of the SiC layer is 0.5 �m, 1.45 �m, and
.5 �m at �=30 deg for p polarization. For the 1D PC, the same
arameters are used as in Fig. 5. The emissivity for s polarization
hen ds=1.45 �m is also plotted for comparison. It is clear that

he emissivity enhancement due to the Brewster mode occurs only
or p polarization, and the SiC layer thickness affects the emissiv-
ty peak values and their positions.

The conditions for the Brewster mode are more complicated
han those for the cases of the surface wave excitation and cavity
esonance. Most importantly, the Brewster mode occurs ideally
hen the reflection coefficient at the interface between SiC and
D PC is zero �37�. When the reflection coefficient at the SiC–PC
nterface is zero, the reflectance of the SiC–PC structure is simply
qual to the reflectivity at the air–SiC interface. At the same time,
f the reflectivity at the air–SiC interface is small, then the reflec-
ance of the SiC–PC structure becomes low. A reduction in the
eflectance implies an increase in the emissivity since the trans-
ittance is zero in the stop band. To further understand the Brew-

ter mode, the case with ds=1.45 �m is considered in which the
missivity peak is located at �c=10.29 �m. At this wavelength,
he refractive index of SiC is less than unity as seen from the inset
f Fig. 4, and so that evanescent waves exist in the SiC layer for
=30 deg. It is important to note that the reflection coefficient at

he SiC–PC interface is not exactly equal to zero because of the
onzero 
s value. Therefore, in the SiC layer, there exists a
ackward-decaying evanescent wave reflected from the SiC–PC
nterface. Consequently, the emissivity peak values and positions
re strongly affected by the coupling effects between the forward
nd backward evanescent waves in the SiC. This is why the emis-
ivity peak value and position depend strongly on the SiC layer
hickness, as illustrated by Fig. 10�a�.

The magnitude of the complex reflection coefficient between
iC and 1D PC is plotted in Fig. 10�b� for �=30 deg and 45 deg.
he complex reflection coefficient at the SiC–PC interface r12,
here the subscripts 1 and 2 represent SiC and 1D PC, respec-

ively, can be calculated by using the equivalent layer method
23�. For illustration, 
r12
 for �=45 deg is plotted on the left side
n 10.15 �m���10.23 �m, whereas 
r12
 for �=30 deg is
hown on the right side in 10.23 �m���10.3 �m, separated by
vertical dash-dot line. The cases with =0 �no damping� in Eq.

10� are plotted as a solid line for comparison with the actual 
r12

hown as a dashed line. When damping is neglected, the reflection
oefficient at the SiC–PC interface goes down all the way to zero

t the wavelength close to the emission peaks. On the other hand,

4 / Vol. 129, JANUARY 2007
a rather large 
r12
 exists if damping is considered, suggesting that
the amplitude of the backward evanescent wave is indeed compa-
rable to that of the forward evanescent wave. Consequently, the

Fig. 10 The spectral–directional emissivity of the SiC–PC
structure for the Brewster mode: „a… Spectral dependence
when ds is 0.5 �m, 1.45 �m, and 2.5 �m at �=30 deg for p po-
larization. The solid line with circular marks is for the case
when ds=1.45 �m for s polarization. „b… Magnitude of the com-
plex reflection coefficient at the SiC–PC interface for p polar-
ization with „dashed line… or without „solid line… damping. „c…
Angular distributions at �c=10.29 �m when ds=1.45 �m for p
polarization.
emissivity peak location depends on the thickness of the SiC layer

Transactions of the ASME
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ue to the coupling of evanescent waves.
The angular distribution of the emissivity at �c=10.29 �m is

lotted in Fig. 10�c� for the case of ds=1.45 �m. Emissivity val-
es greater than 0.6 are found in the emission angles from ap-
roximately 15 deg to 45 deg. Compared to the surface wave ex-
itation shown in Fig. 7�b�, the angular lobe in the Brewster mode
s much wider. On the other hand, the angular distribution of the
missivity from the Brewster mode is not as diffuse as that from
he cavity resonance mode, which exhibits almost constant emis-
ivity of 0.7 in the emission angles from 0 deg to 45 deg, as
lotted in Fig. 8�b�. As a result, the angular distribution of emis-
ion from the SiC–PC structure largely depends on which mode is
xcited. Again, the Brewster mode is distinguished from the sur-
ace wave excitation and cavity resonance, such that it is observ-
ble only for p polarization. Hence, the applicability of the emis-
ion source utilizing the Brewster mode is inevitably limited to p
olarization, like grating structures.

The spectral–hemispherical emissivity of the SiC–PC structure
s plotted in Fig. 11 for both polarizations. The spectral–
emispherical emissivity is obtained by integrating the spectral–
irectional emissivity 	�,� over the hemisphere �36�

�� = 2�
0

�/2

��,����cos � sin � d� �11�

ue to the axial symmetry of the planar structure, the emission is
ndependent of the azimuthal angle, unlike the case for 1D grat-
ngs. Notice that the electric field for s polarization is defined to
e parallel to the unit direction vector of the azimuthal angle at
ny point on the surface. For s polarization, large values of the
pectral–hemispherical emissivity are found in Regions I and II.
he enhancement in Region I due to the excitation of surface
aves is not as large as that in Region II at the cavity resonance
ode. This is because cavity resonance enables a diffuse emitter,
hereas surface waves induce a large emission into a narrow an-
ular region. For p polarization, very similar trends are found in
egions I and II. However, a large enhancement of the hemi-

pherical emissivity is also seen in Region III because of the
rewster mode, since the angular lobe of the spectral–directional
missivity from the Brewster mode is much wider than that due to
urface waves.

Conclusions
Coherent thermal emission is demonstrated from a multilayer

ig. 11 The spectral–hemispherical emissivity of the SiC–PC
tructure with the same parameters as in Fig. 6
tructure consisting of a one-dimensional photonic crystal coated

ournal of Heat Transfer
with a SiC film. The calculated emissivity shows very sharp peaks
in a narrow wavelength band and at a well-defined direction. A
regime map is developed to identify different mechanisms or
modes that are responsible for large emissivity values. By coating
a SiC film on the 1D PC, surface waves can be directly coupled to
propagating waves in air, resulting in coherent emission from the
SiC–PC structure. This is the case when the wavelengths and
emission angles are within the SiC phonon absorption band as
well as the PC’s stop band. When a surface wave is excited, it is
shown that the emissivity from the proposed structure can be
tuned by changing the thickness of the SiC layer as well as the
thickness of the dielectric next to SiC. On the other hand, cavity
resonance can occur from the SiC–PC structure when the wave-
lengths and incidence angles are in the stop band of the PC but
outside of the SiC phonon absorption band. At the resonance con-
dition, standing waves exist in the SiC layer, resulting in large
emissivity values within a wide range of emission angles. Unlike
the case with surface waves, diffuse emission within a narrow
spectral band can be achieved from the cavity resonance mode.
Furthermore, for p polarization, a region where the Brewster
mode can be excited is also identified. The angular lobe of the
emissivity from the Brewster mode exhibits a width between
those of the surface wave excitation and cavity resonance mode.
The proposed planar structure only involves dielectric films and
can be fabricated with available vacuum deposition techniques.
Further research will be performed to build the SiC–PC structure
and measure the spectral–directional emissivity to experimentally
demonstrate coherent emission characteristics.
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Nomenclature
c � speed of light in vacuum �2.998�108 m/s�
d � layer thickness �m�
D � dynamical matrix
E � electric field vector �V/m�
i � 	−1

K � Bloch wave vector �1/m�
k � magnitude of wave vector �1/m�

kx ,ky, or kz � x, y, or z component of wave vector �1/m�
n � refractive index
P � propagation matrix
Q � quality factor
r � complex reflection coefficient
R � spectral–directional reflectance
T � spectral–directional transmittance

Greek Symbols
 � damping coefficient �1/m�
� � relative electric permittivity

�0 � electric permittivity of vacuum
�8.854�10−12 F/m�

�� � relative electric permittivity at high frequency
�� � spectral–hemispherical emissivity

��,� � spectral–directional emissivity
� � polar angle �rad�

 � extinction coefficient
� � period of one-dimensional photonic crystals

�m�
� � wavelength in air �m�
� � relative magnetic permeability

�0 � magnetic permeability of vacuum
�4��10−7 N/A2�
� � wave number �1/m�
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�LO � wave number of longitudinal optical phonon
�1/m�

�TO � wave number of transverse optical phonon
�1/m�

� � angular frequency �rad/s�
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Change in Radiative Optical
Properties of Ta2O5 Thin Films
due to High-Temperature Heat
Treatment
Thin films (0.85 �m, 3 �m) of Ta2O5 deposited on Si and SiO2 were heated to 900 °C.
Their reflectance in the infrared was measured using a Fourier transform infrared spec-
trometer equipped with a multiple angle reflectometer before and after exposure to the
high-temperature heat treatment. An interfacial layer �TaSixOy� formed by the diffusion
of Si from the substrate into the deposited film was observed using Auger depth profiling,
and the effect of this interfacial layer on the reflectance was measured. Using a least
squares optimization technique coupled with an optical admittance algorithm, the mul-
tiple angle reflectance data were used to calculate the optical constants of the as depos-
ited Ta2O5 film, crystalline Ta2O5, and the interfacial layer in the 1.6 to 10 �m range.
The interfacial layer formed due to exposure to high temperature was found to be more
absorptive than the crystalline Ta2O5. �DOI: 10.1115/1.2401195�

Keywords: infrared reflectance, optical constants, interfacial layer, high temperature
ntroduction

Several research groups have reported the construction and op-
ration of microcombustion-based energy conversion devices
1,2�. The sustenance of combustion at small scales requires sig-
ificant reduction of thermal and radical quenching, which are
oth strongly influenced by the temperature of the walls �3�. To
educe the heat loss via radiation, thin-film based reflective radia-
ion shields can be employed. However, whenever homogenous
ombustion occurs in millimeter or submillimeter scales, the wall
nd flame temperatures tend to be very high �flame temperatures
re approximately the stoichiometric adiabatic flame temperature
nd the wall temperatures are �1000°C �1��. High wall tempera-
ures make vacuum packaged heat shields difficult to construct
nd thus any other thin-film based radiation shields must be able
o endure oxidizing conditions. This rules out metallic radiation
hields �like Ta that exhibits good high-temperature characteristics
nd high reflectivity in the infrared �IR�, which is the relevant
avelength range for the dominant radiative heat transfer occur-

ing�. Hence certain dielectric materials like tantalum pentoxide
hat have good high-temperature structural properties �4�, resis-
ance to oxidation, and low optical absorption in the IR are better
andidates for the construction of reflective thin film radiation
hields. Frequently, to make the thin-film radiation shields as re-
ective as possible, multiple layers of dielectrics with alternating
igh and low refractive indices are used �5� �for e.g., Ta2O5,
iO2�. However, this study focuses on Ta2O5 deposited on Si and
iO2.
The heat transfer analysis we desire to conduct needs knowl-

dge of the radiative optical properties �N=n− ik� at the tempera-
ures of operation. However, despite an extensive literature search,
he radiative optical properties for Ta2O5 could not be found in

1Corresponding author.
Manuscript received October 14, 2005; final manuscript received May 3, 2006.

eview conducted by Ranga Pitchumani. Paper presented at the 2005 ASME Inter-
ational Mechanical Engineering Congress �IMECE2005�, Orlando, FL, November

–11, 2005.

ournal of Heat Transfer Copyright © 20
the infrared at high temperatures. In fact, only the optical proper-
ties in the infrared for amorphous Ta2O5 at room temperature �6�
were found. Given that the exposure of a-Ta2O5 to high tempera-
tures converts it into its crystalline form �7�, the optical properties
of the crystalline form are required. Also, many authors have
documented the diffusion of Si substrate into Ta2O5 thin films
when exposed to temperatures above 500°C �7,8�. None of the
many papers documenting such material changes report the opti-
cal properties of Ta2O5 or the changes in optical properties due to
the material inhomogenities.

An added complication for the estimation of optical constants at
high temperatures is the change in the material composition that
occurs at elevated temperatures. Hence, the effects of temperature
and composition changes on the radiative optical properties must
be deconvolved. In this study, thin films of Ta2O5 on Si and SiO2
were subjected to high temperatures �900°C�. The changes in
material properties and reflectance due to the high-temperature
heat treatment are measured.

The paper first presents a brief description of the experimental
techniques used to measure the changes in reflectance and also the
changes in material properties. Then a generalized algorithm for
calculating the optical properties from the reflectance is presented.
The procedure to calculate the optical properties is developed for
a stack of films with interfacial layers �formed by diffusion/
reaction� between them. The material analysis, which confirmed
the formation of a thick interfacial layer between the Ta2O5 and Si
when heated to high temperatures, is discussed next. The reflec-
tance measurements showing the increased absorption of films
with interfacial layers between them and the substrate are shown
next. Finally, the application of the admittance matrix based least
square error �LSE� optimization to find the optical properties of
the film and interfacial layer is discussed, showing that the inter-
facial layer is more optically absorbing than the film.

Experimental Techniques
Thin films of tantalum pentoxide were deposited by e-beam

evaporation by using a Denton Infinity 22 vacuum deposition sys-
tem �Denton Vaccum, NJ�. The pressure for evaporation was

−5
maintained at 5�10 Torr or lower. The deposition was done

JANUARY 2007, Vol. 129 / 2707 by ASME
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ither on top of a bare Si �100� substrate �one side polished� or on
op of a thermally grown SiO2 layer �on 100 Si�. The film thick-
esses were measured using a Dektak-3 stylus profilometer.

Given the temperature of the flame and the wall, the wave-
ength range of the thermal radiation is from �2 �m to 20 �m
Wien’s law �9��. The quarter wave optical thickness �10� for this
avelength range for Ta2O5 and SiO2 in the infrared is approxi-
ately 3–4 �m. Hence, for investigating the effect of temperature

n Ta2O5 films on Si, films of �3 �m were deposited. The silica
ayers were grown using thermal oxidation and the Ta2O5 films
ere deposited on it using e-beam deposition. Given that very

hick films of Ta2O5 could not be grown on silica without signifi-
ant cracking �most probably due to thermal mismatch�, the
a2O5 layers on the silica were �1 �m thick.
After the Ta2O5 films were deposited, all the films were heated

o 900°C. The heating and cooling ramp rates were 200°C/h and
he heating time at 900°C was 9 h. The ramp rates and the heat-
ng time were based on trial and error to prevent cracking of the
lms and to completely crystallize the films.
The material studies on the films were done using two different
ethods: x-ray diffraction �XRD� to detect the crystallinity of the
lms, and Auger electron depth profiling spectroscopy to detect

he formation of reaction/diffusion interfacial layers between the
hin films. The Auger spectroscopy �Perkin-Elmer PHI-660 scan-
ing Auger microscope� provided information on the elemental
omposition of the film before and after exposure to high tempera-
ures. Similarly, the XRD �Rigaku D-Max� was used to check the
rystalline nature of the film after heat treatment. It must be
ointed out that the Auger depth profiling gives the material com-
osition as a function of sputtering time, i.e., the time for which
he film was sputtered by the ion gun in the Auger setup before
nalysis of the Auger electrons. The sputtering time can be trans-
ated into actual depth values only if calibration charts are avail-
ble for the material, in the form being used �crystalline versus
morphous�. Since calibration data were not available for the ma-
erials studied here, the Auger plots have been presented as a
unction of sputtering time. However, the Auger data can be used
o determine the ratio of the thicknesses of two different sections
depthwise� of the film as long as the two sections are similar in
toichiometry.

The reflectance in the IR was measured using a Nicolet IR-750
ourier transform infrared �FTIR� with a multiple angle reflecto-
eter accessory fitted with wire-grid polarizers �Seagull attach-
ent, Harrick Scientific, Ossining, NY�. The measurements were

one at multiple angles �25–60 deg angle of incidence with steps
deg apart�. All of these measurements were done using the mer-

ury cadmium telluride �MCT� detector with a 2 cm−1 resolution
nd covered the mid-IR range of the MCT detector �1.6–16 �m�.
iven the reflective nature of the substrate, a polished gold mirror
as used to collect the background spectra. The techniques and

elated issues for measuring the reflectance using a FTIR
quipped with a Seagull reflectometer attachment are discussed in
etail by Ford et al. �11�, and Kawka �12�.

ata Reduction: Extracting Optical Properties From
eflectance for Multilayer Films With Interfacial
ayers
The mathematical equations governing the interaction of elec-

romagnetic fields with thin films are well documented in standard
extbooks like MacLeod �10� and Born and Wolf �13�. These
quations, which are solutions of Maxwell’s equations for the ap-
ropriate boundary conditions, allow the calculation of reflectance
f a single thin-film or a multiple-film stack on a substrate. In this
tudy, the optical admittance technique as described by MacLeod
10� is used to quantify the interaction of IR light with Ta2O5 and
iO2 thin films. A brief summary of these equations is presented

ere. A relevant schematic is shown in Fig. 1.

8 / Vol. 129, JANUARY 2007
The optical admittance, Y, of any layer �film or interfacial layer
between films� is given by the matrix

Yk = � cos �k i sin �k/�k

i sin �k�k cos �k
� �1�

where

�k =
2�Nkdk cos �k

�
, Nk = nk − ikk and �k = Nk cos �k �2�

and the angles are measured from the surface normal.
It must be noted that the optical constant Nk, and hence the

phase thickness �k and the admittances are complex quantities.
Also, note that the definition of �k given here is applicable only
for s-polarization. All other equations and quantities are defined
the same irrespective of polarization. The optical admittance of a
stack of thin films is simply the product of the admittances of
individual layers

Y = �Thin-film n�*. . .*�Thin-film1�*�Substrate� �3�
The reflectance is given by

R = ��0 − Y

�0 + Y
	��0 − Y

�0 + Y
	*

�4�

where �0 is the admittance of air �=N0 cos��� for s polarization�.
The above equations are sufficient to calculate reflectance when
the optical properties and the individual layer thicknesses are
known for all relevant wavelengths. Such a model accounts for
the multiple reflections within a thin film. However, these equa-
tions do not account for the roughness between two films or be-
tween film and substrate. In this study the roughness was assumed
to be smaller than the wavelength of light, given that the focus is
on infrared radiation �sufficiently long wavelength�. The reflec-
tance at a particular angle of incidence and at a particular wave-
length is a function of the admittance for that angle and wave-
length calculated using the optical properties and thickness of the
films and substrate, which can be summarized as

Reflectance��,�� = f�Y��,�,dfilms,Nfilms,Nsub�� �5�
Despite the fact that the above set of equations completely de-

scribe the relation between the reflectance and the optical proper-
ties and thickness, the extraction of refractive index from the re-
flectance is not trivial �14�. The complicating factors include the
multiple solutions for a single value of reflectance and thickness.
There are a variety of techniques cited in literature ranging from
auxiliary data collected in transmission to use of Kramers–Kronig
transform. Given the substrate in use, transmission studies are not
feasible and Kramers–Kronig transforms tend to be approximate
when the data are not available over the entire frequency range
�15�. Also, given that the thicknesses of the films are known, that
the films are not very absorbing �since it is a dielectric�, and that
the optical constants are approximately known �from the literature
for amorphous films �6��, the use of a least square optimization

Fig. 1 Schematic of a multilayer thin film stack for Eqs.
„1…–„5…. Each thin film layer has its own admittance as given by
Eq. „1… and the whole stack’s reflectance is given by Eq. „5….
The individual layers could be a homogenous film or be the
interfacial layer between two different films.
technique combined with multiple reflection measurements was
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sed in this study. The use of reflectance data collected at different
ngles of incidence for the same film provides additional informa-
ion and increases the confidence in the solution obtained by a
east squares technique. The equations used and the overall algo-
ithm is presented in the equations below. Note that the procedure
emains the same for any number of layers involved and hence the
quations, applicability extends to all the cases considered in this
aper; film on substrate, film on substrate with an interfacial layer,
tc.

Duplicate �� = 1 to # readings�
Reflectance ��,�1� = f�Y��,�1,dfilm,Nfilm,Nsub��
Reflectance ��,�2� = f�Y��,�2,dfilm,Nfilm,Nsub��
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Reflectance ��,�n� = f�Y��,�n,dfilm,Nfilm,Nsub��

LSE = 

�

�Ref��,�1� − Refmeasured��,�1��2 + �Ref��,�2� . . . . . �

�6�
ince the above least square optimization is a multiple variable
ptimization, we use a quasi-Newton numerical method to solve
hem. In this paper, the optimization algorithm was implemented
n Engineering Equation Solver �f-Chart solver, WI �16��. The
ariable metric technique �17� was used to optimize the least

Fig. 2 Example of reflectance cur
45 deg…. For clarity the plot shows re
ber „instead of wavelength…. The po
troughs from plot „a… are used to plo
quare error. This software platform was chosen given its ability

ournal of Heat Transfer
to deal with complex numbers and its built-in optimization
techniques.

Referring to Eq. �6�, the number of variables involved increases
�n times by the introduction of n different angles. Such an in-
crease in variables leads to computational resource issues. In this
study, the multiple angle optimizations were done for two differ-
ent angles at any one time and then repeated for a different set of
angles. The final sets of results are averaged values over these
different sets. Also, the introduction of films/interfacial layers
whose optical properties and thickness are unknown introduces up
to three unknown dependent variables to be optimized for each
film/interfacial layer. Given that multiple solutions are possible,
good initial guess values are needed to arrive at the physically
correct solution �14�. Initial guess values for the thicknesses were
obtained by combining the use of a stylus profilometer �Dektak-3�
along with Auger depth profiles �used to estimate the ratio of
interfacial layer to film thickness�. The guess values for the optical
properties are obtained using a plot of the peak positions as shown
in Figs. 2�a� and 2�b�.

The reflectance shows numerous peaks and troughs due to in-
terference between the light reflected at the air–film and the film–
substrate boundaries. The position of these peaks and the peak
maxima and minima values provide important clues about the
optical properties �14,18�. When a plot of the peak positions ver-
sus peak number is linear, the optical constant N can be assumed

„specular reflection, s polarization
ction as a function of the wavenum-
ions of the interference peaks and
b….
ve
fle
sit
t „
to be near constant �i.e., no anomalous dispersion etc.� in that
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avelength regime �19�. This linear result is seen in Fig. 2�b�.
uch a plot also provides guess values for the product of n�d
i.e., product of the real part of the refractive index and the physi-
al thickness of the film� �19�.

The departure of maxima values from the substrate reflectance
alue reveals the presence of inhomogeneous layers �18,20�. Simi-
arly, the minima positions provide information on the value of the
bsorption coefficient �18�. This procedure will be clearer when
pplied to the reflectance of tantalum pentoxide heated to a high
emperature in the next section.

Results and Discussion
The first sample tested was a 3 �m e-beam deposited sample of

a2O5 on bare Si. Figure 3�a� shows the Auger depth profile of
he as-deposited Ta2O5, while Fig. 3�b� shows the Auger depth
rofile of the sample after heating it to 900°C. Apart from the

Fig. 3 „a… Auger depth profile of an
ited…. The Auger technique does no
and needs a standard sample for cal
against a thermally grown Ta2O5 thi
verified independently using XPS an
time is a rough indicator of the dept
Note the sharp transition from film t
terial composition with depth. „b… Au
heated to 900°C. Note the formation
the Ta2O5 film and Si substrate. Also
film and the interfacial layer.
aterial inhomogenities arising out of diffusion and reactions, the

0 / Vol. 129, JANUARY 2007
overall film thickness was measured using a profilometer to be
2.81 �m �versus 3 �m for the unheated sample�. This reduction
in thickness could be due to the densification of the as-deposited
film �21� via consolidation of pores. Further, from Fig. 3�b�, the
ratio of interfacial layer to film thickness was estimated, giving an
initial guess value of 0.4 �m for the thickness of the interfacial
layer. The reflectance measured using the FTIR is shown in Figs.
4�a� and 4�b� for the as-deposited film and the crystalline inho-
mogeneous Ta2O5 film, respectively.

The Auger plots show the inhomogenities caused by heating the
sample while the reflectance plots show the effect of these inho-
mogenities on the reflectance in the IR �Fig. 4�. The main infer-
ence from Fig. 4�b� is the increase in overall absorption upon
heating the film.

Also, there are absorption peaks at higher wavelengths. These
absorption peaks could correspond to crystalline Ta2O5 or the

orphous Ta2O5 film on Si „as depos-
ve exact concentration information
ation. Here the calibration was done
lm sample whose composition was
RD. Similarly, the Auger sputtering

nd needs a standard for calibration.
ubstrate and the homogeneous ma-
r depth profile of a Ta2O5 film on Si
a TaSixOy interfacial layer between

te the inhomogeneous nature of the
am
t gi
ibr
n fi
d X
h a
o s
ge
of
no
TaSixOy interfacial layer formed. The authors could not determine
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hich of the two mechanisms is responsible from the FTIR peak
ositions alone, due to lack of the respective peak data in the
iterature. Also, an XRD analysis of the films before and after
eating revealed that the as-deposited film was amorphous as ex-
ected and that the heated film had an orthogonal phase crystalline
a2O5.
Similar measurements were done for Ta2O5 on a 0.1 �m ther-
al oxide layer grown on a Si substrate. The Auger plot for the

rystalline form �verified using XRD� obtained after heating is
hown in Fig. 5, while the reflectance is shown in Fig. 6. The
ignificant change from the first sample, where the deposition was
n bare Si, is the lower extent of the inhomogenities formed due
o exposure to elevated temperature.

Summary of Optical Constants

Fig. 4 „a… Specular reflectance „s p
Ta2O5 film on Si. Note the absorptio
positions are confirmed from measu
tance maxima from 1.6 �m to 2.7 �m
Also note the decreasing value of the
changing n and k…. Linear plots sim
constant value of n from 1.6 �m to 2.
Specular reflectance „s polarization
on Si. Note the large change in reflec
the introduction of absorption peaks
increase in the reflectance from 1.6 t
k. Linear plots of peak positions si
constant value of n from 1.6 �m to 1
The first as-deposited sample is amorphous Ta2O5, which when

ournal of Heat Transfer
heated becomes a crystalline Ta2O5 film with a significantly thick
interfacial layer between film and substrate. In order to find the
optical properties �N=n− ik� for the film before exposure to high
temperature, it is modeled as a single layer of film on Si, which is
treated as a semi-infinite substrate of known optical properties
�22�. The thickness of the film is taken as a known quantity, hav-
ing been obtained from profilometer measurements. For the case
of the inhomogeneous crystalline film with an interfacial layer
obtained after exposure to high temperature, the film is discretized
into two layers on top of Si. The thickness of the interfacial layer
and the film are only approximately known �from the Auger depth
profile, the ratio of thicknesses is approximately known and the
total thickness is known from profilometer measurements�. Fig-
ures 7 and 8 show the values of n and k and also the comparison
between fitted value �based on n and k calculated here� and mea-

rization, 45 deg… of the as-deposited
peak at 2.82 �m „absorption peaks
ents at different angles…. The reflec-
equal reflectance of bare substrate.

inima from 4 �m onward „indicating
r to Fig. 2 show an approximately
m and then from 3 �m to 10 �m. „b…
deg… of heated „900°C… Ta2O5 film

ce values at lower wavelengths and
higher wavelengths. The monotonic
7 �m indicates a constant value of
r to Fig. 2 show an approximately
m wavelength.
ola
n

rem
all
m
ila

7 �
, 45
tan
at
o È

mila
0 �
sured value for the reflectance in the IR. As mentioned above, the
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Fig. 5 Auger depth profile of a heated Ta2O5 film on SiO2. Comparing with
the heated Ta2O5 film on Si „Fig. 3„b……, note that the interfacial layer formed
between the SiO2 and the tantalum pentoxide is much thinner and also the

film itself is more homogenous in material composition.
Fig. 6 „a… Specular reflectance „s polarization, 45 deg… of as-deposited
Ta2O5 film on thermally grown SiO2. Note the absorption peak at 2.82 �m
„this is the same peak as seen in Fig. 4„a… for as-deposited Ta2O5 on Si…. The
values of the maxima do not correspond to the bare substrate given the
thermal oxide layer present, giving rise to multilayer reflection enhance-
ment. „b… Specular reflectance „s polarization, 45 deg… of heated „900°C…

Ta2O5 film on thermal oxide. Note the change in reflectance values at lower

wavelengths compared to the as-deposited Ta2O5.

2 / Vol. 129, JANUARY 2007 Transactions of the ASME



n
a
v
t

w
t

J

and k values are obtained from experimental data at multiple
ngles. The values shown in the plots are average values and the
ariance �not shown on each plot� was always less than 4–5% for
he n values and within 7% for the k values.

For the amorphous as-deposited film, the optical properties
ere found for the 1.6–10 �m wavelength range �Fig. 7�c��. In

Fig. 7 „a…, „b… Comparison of the measured „dotted… and fitte
thick, amorphous…. The figures are shown for 30 deg „on the r
as a function of wavelength for the as-deposited Ta2O5 film.
N=n− ik notation was used in this study.
he portions of the reflectance spectrum, where the optical prop-

ournal of Heat Transfer
erties are not constant, which can be judged from the maxima and
minima position values and their variation with wavelength �18�,
the nature of the variation in n and k was arrived at by trial and
error until a best fit was achieved. A simple Cauchy dispersion
relation fit did not produce a very good fit and was not used. The
region up to 2.8 �m shows very little absorption �k=0.003�. The

complete line… reflectance for the as-deposited Ta2O5, „3 �m
t… and 45 deg incident and reflected angles „c… n and k values
e that the k values are shown as negative to signify that the
d „

igh
Not
film shows increasing absorption beyond 6.4 �m. Beyond 10 �m,
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he optical properties could no longer be calculated using the al-
orithm presented in this paper as the film became too absorbing
nd the optimization code would not converge for multiple angles.
t might be possible to model the Ta2O5 as a Lorentz oscillator

Fig. 8 „a… Comparison of the measured „dotted… and fitted
„overall film 2.81 �m thick, crystalline…. Also, the optimization
The figures are shown for 30 deg „on the right… and 45 deg in
wavelength for the Ta2O5 film. „c… n and k values for the inter
nd thus find its optical properties using the reflectance data col-

4 / Vol. 129, JANUARY 2007
lected at a single angle �23�. However, such a study of the wave-
lengths where the absorption is very high does not add much to
the study of the effect of interfacial layers formed as a result of
high-temperature exposure and hence was not included in this

mplete line… reflectance for Ta2O5 heated to 900°C for 9 h,
tine gave the thickness of the interfacial layer to be 0.41 �m.
ent and reflected angles „b… n and k values as a function of
ial layer between film and substrate.
„co
rou
cid
fac
study.
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For calculating the properties of the films with interfacial lay-
rs, the best fit was obtained when the interfacial layer between
lm and substrate was assumed to have constant optical properties
i.e., spectrally independent� and the Ta2O5 to have varying opti-
al properties. It is seen that the TaSixOy interfacial layer has an n
alue similar to the Ta2O5 film, but has much higher k values.
his overall increase in absorption can be seen from the reflec-

ance plot alone, but without calculating the optical properties,
his increase could not be uniquely attributed to the formation of
n interfacial layer, as it could be an effect of the conversion to
rystalline form.

Once the optical properties of the first sample �3 �m when
s-deposited� before and after heating were calculated, they were
sed to calculate the reflectance of films of dimensions equal to
he second sample �0.85 �m when as-deposited�. These films
ere on SiO2, whose optical properties are well documented in

he literature �22�. Hence the reflectance of the multilayer of SiO2
nd Ta2O5 �amorphous or crystalline� can be calculated. At this

Fig. 9 Comparison of measured „d
tance for a 0.85-�m-thick Ta2O5 film
fitted reflectance was calculated from
This plot provides independent ver
as-deposited film.

Fig. 10 Comparison of measured „d
tance for a Ta2O5 film subjected to 9
reflectance was calculated from the
that the interfacial layer formed bet
significantly thick „Fig. 5… and hence
properties were substituted to calcul
provides independent verification of

Ta2O5 film „without the interfacial layer…

ournal of Heat Transfer
point, it must be mentioned again that the thickness of the Ta2O5
film on the thermal oxide is different from that on the Si. The
effect of thickness of the film on the optical properties is beyond
the scope of this study and hence the optical constants from the
first sample were used to calculate the reflectance of the second
sample. This was done in order to provide additional verification
of the optical constants and also to verify their applicability to
films on thermal oxide.

Figure 9 compares the measured reflectance of an as-deposited
0.85 �m Ta2O5 film with the reflectance calculated from the op-
tical properties derived using a 3 �m Ta2O5 film and it shows
good agreement ��Rmeasured-Rfitted � �0.02�. Figure 10 similarly
compares the reflectance after the 0.85 �m film was heated to
900°C. Given that the Auger depth profile in Fig. 5 did not show
a thick interfacial layer, it was assumed that the film on SiO2 was
simply a layer of crystalline Ta2O5 on top of SiO2. The values of
the crystalline Ta2O5 optical properties were those obtained from

d… and fitted „complete line… reflec-
as-deposited… on 0.1 �m SiO2. The
e n and k values shown in Fig. 7„c….
tion of the n and k values for the

ed… and fitted „complete line… reflec-
C for 9 h on 0.1 �m SiO2. The fitted

nd k values shown in Fig. 9„b…. Note
en the Ta2O5 and SiO2 films is not
ly the crystalline Ta2O5 film optical
the fitted reflectance here. This plot
e n and k values for the crystalline
otte
„
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he prior tested sample �Fig. 8�b��, and the SiO2 optical properties
ere obtained from the literature �22�.Once again, the agreement
etween fitted and calculated values is good ��Rmeasured-Rfitted �
0.02� at all wavelengths from 1.5 �m to 10 �m� confirming the

rystalline Ta2O5 film optical properties and in effect also the
ptical properties of the interfacial layer between film and sub-
trate.

Conclusions

Ta2O5 films on Si when heated to 900°C showed the formation
f an interfacial layer between the tantala �Ta2O5� film and sub-
trate. The reflectance measured before and after heating the
ample showed decreased reflectance, especially at lower wave-
engths. LSE optimization for the values of optical constants in
he IR showed that the increased absorption was attributable to the
nterfacial layer formed. The interfacial layer thickness was seen
o be much smaller for the films deposited on a thin SiO2 layer,
ossibly due to the SiO2 layer acting as a diffusion barrier to the
i. Finally, by using the optical constants calculated from the films
n Si to calculate the reflectance of films on SiO2, the optical
onstant values were verified to be correct.
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omenclature
d 	 physical thickness of film

FTIR 	 Fourier transform infrared �spectroscopy�
k 	 imaginary part of refractive index

LSE 	 least square error
MCT 	 mercury–cadmium–telluride �type of IR

detector�
N 	 complex refractive index
n 	 real part of refractive index

XPS 	 x-ray photoelectron spectroscopy
XRD 	 x-ray diffraction

Y 	 optical admittance

� 	 phase thickness of film

6 / Vol. 129, JANUARY 2007
� 	 wavelength
� 	 angle measured from normal to surface of film
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Obtaining Subwavelength Optical
Spots Using Nanoscale Ridge
Apertures
Concentrating light into a nanometer domain is needed for optically based materials
processing at the nanoscale. Conventional nanometer-sized apertures suffer from low
light transmission, therefore poor near-field radiation. It has been suggested that ridge
apertures in various shapes can provide enhanced transmission while maintaining the
subwavelength optical resolution. In this work, the near-field radiation from an H-shaped
ridge nanoaperture fabricated in an aluminum thin film is experimentally characterized
using near-field scanning optical microscopy. With the incident light polarized along the
direction across the gap in the H aperture, the H aperture is capable of providing an
optical spot of about 106 nm by 80 nm in full-width half-maximum size, which is com-
parable to its gap size and substantially smaller than those obtained from the square and
rectangular apertures of the same opening area. Finite different time domain simulations
are used to explain the experimental results. Variations between the spot sizes obtained
from a 3�3 array of H apertures are about 4–6%. The consistency and reliability of the
near-field radiation from the H apertures show their potential as an efficient near-field
light source for materials processing at the nanoscale. �DOI: 10.1115/1.2401196�
Introduction
There has been a continuous need to increase the areal density

f microelectronic devices. To further increase the areal density
ithout relying on expensive light sources of shorter wavelength,
ne has to seek nonconventional approaches, for examples, solid
mmersion lens �1�, and optical near-field techniques �2,3�. In the
ear-field optical approach, a subwavelength aperture in an
paque metal film is often used as a radiation transducer. It con-
erts far-field radiation to spatially confined near-field radiation,
nd provides a subdiffraction-limited light source whose resolu-
ion depends on the size of the aperture instead of the wavelength
f light. The re-radiated field from the subwavelength aperture is
ocalized in the vicinity of the aperture, so the material to be
rocessed is brought close to the metal film at a distance less than
he wavelength of light. For example, a very small aperture laser
VSAL� has been proposed to achieve optical storage density ex-
eeding tens of Gb/ in.2 �4�. To reach higher areal density, the
hysical size of the aperture has to be reduced to much less than
he diffraction limit. However, according to the standard aperture
heory �5�, the light transmission through a small hole decays as a
unction of the fourth power of the diameter of the aperture, which
s attributed to the wavelength cutoff effect. Regular small aper-
ures in circular and square shapes will suffer from extremely low
ower throughput that is insufficient for materials optical process-
ng. Enhanced light transmission through small apertures is de-
ired in order to be used as efficient transducers for radiation
ransfer.

Making a small aperture surrounded with periodic ring corru-
ations �bull’s eye pattern� in noble metal films, the resonant
ransmission through the center aperture can be boosted by two
rders of magnitude �6� relative to a bare aperture without any
urrounding structures due to the resonant excitation of surface
lasmon �7�. However, the high transmission efficiency of a hole
maller than 100 nm using this method has not been demonstrated
et. Another approach is to use a subwavelength aperture with a
aveguide propagation mode supported in the aperture. In par-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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ournal of Heat Transfer Copyright © 20
ticular, ridge apertures in various shapes, i.e., C �8�, I �9�, or H
�10,11�, and bowtie �12,13� apertures, have been proposed to
achieve nanoscale near-field radiation with enhanced optical trans-
mission compared to regular small apertures. Ridge apertures
have the specially designed geometry, which consists of a narrow
gap connecting two side arms. The unique optical properties of
ridge apertures benefit from the fundamental TE10 waveguide
mode excited in the aperture channel, which has the transverse
electric field confined within the nanometer-sized gap formed by
the ridges and propagates through the aperture without experienc-
ing much power loss �10�.

Numerical simulations showed that C �8� and H �10� apertures
made in a perfectly conducting plate provide enhanced power
throughput of 2–3 orders of magnitude higher than that obtained
by comparable conventional small square apertures. Detailed
theories and numerical calculations of transmission enhancement
and localization of radiated fields of ridged apertures can be found
in Refs. �8–13�. The far-field radiation measurement of various
apertures made in a gold film suggests C aperture shows an ex-
traordinary transmission enhancement of about 106 over a conven-
tional aperture of the same near-field resolution �14�. Furthermore,
the confined optical near field of C aperture has also been experi-
mentally demonstrated using near-field scanning optical micro-
scope �NSOM� measurements �15�. This NSOM experiment �15�
used an apertureless near-field probe, which scattered the radiated
field from the C aperture.

In this paper, the near-field optical properties of an H-shaped
ridge nanoaperture fabricated in an aluminum thin film are char-
acterized using a specially designed aperture NSOM system. A
cantilevered near-field probe with a nanoaperture at the end of the
cantilever tip is used to directly map the near fields from the H
aperture and conventional apertures of comparable sizes. The po-
larization dependence of near-field radiation from these apertures
is investigated. The use of H apertures as highly efficient and
reliable near-field transducers is demonstrated by imaging the op-
tical near field from an array of H apertures. The experimental
results are discussed and explained through finite difference time
domain �FDTD� numerical computations together with the wave-

guide theory.
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Experimental Details
The H apertures and regular apertures of comparable sizes are

abricated in a thin aluminum film by focus ion beam �FIB� mill-
ng using a dual beam FIB machine �FEI Strata DB 235�. The
hickness of the aluminum film is 75 nm, which is deposited onto
quartz substrate by an e-beam evaporator. The scanning electron
icroscope �SEM� images of these fabricated apertures are shown

n Fig. 1. The H aperture has an overall size of about
10 nm �a��170 nm �b� with a small gap of 100 nm �s�
60 nm �d�. The square and rectangular apertures are about

60 nm�160 nm, and 400 nm�60 nm in size, having roughly
he same opening area as the H aperture. A 100 nm�60 nm regu-
ar aperture, which is supposed to provide the near-field optical
pot of similar size as the H aperture, is also made for the purpose
f comparison.

In order to retrieve the near-field information from these sub-
avelength apertures, a NSOM technique �16� has been em-
loyed. As shown in the schematic view �Fig. 2� of our aperture
SOM setup, the aluminum sample with fabricated apertures is

lluminated by an argon-ion laser of about 2 mW power output at
58 nm wavelength from the substrate side. The spot size of the

ig. 1 SEM images of: „a… H aperture „a=210 nm, b=170 nm,
=100 nm, d=60 nm…; „b… square aperture „160 nm by 160 nm…;

c… small rectangular aperture „100 nm by 60 nm…; and „d… large
ectangular aperture „400 nm by 60 nm… fabricated in a 75 nm
luminum film on a quartz substrate. The scale bars are
00 nm.

Fig. 3 „a… SEM image of cantilever aperture probe ma
used to characterize the optical resolution the apertur

10–90% edge resolution of 78 nm

8 / Vol. 129, JANUARY 2007
laser beam on the sample is about 50 �m. Because the near-field
radiation from the subwavelength apertures in the sample is local-
ized in the vicinity of the apertures, a near-field probe with a
nanometer-sized aperture at the end is used and brought to the
close proximity of the sample surface. It collects both nonpropa-
gating and propagating components of the near-field radiation, and
converts them to the propagating radiation which can be detected
in the far field by a photomultiplier tube �PMT�. The incident laser
beam is adjusted to be polarized either in the y direction or the x
direction as indicated in Fig. 1�a�, and focused on the metal film.
A NSOM image is obtained by raster scanning the apertures in the
sample and recording the optical signal from the PMT by photon
counting. During the sample scanning, the probe is in soft contact
with the surface, which is achieved by maintaining a small and
constant normal force �the tip–sample separation is typically in
the 0–10 nm range� based on the cantilever feedback control by
monitoring the deflected diode laser beam on the position sensi-
tive detector �PSD�.

The near-field aperture probe is the key element in this NSOM
system. It determines the optical resolution that can be achieved.
As shown in Fig. 3�a�, the probe is in a pyramidal shape located
near the end of a cantilever. It has a silicon nitride core coated
with a thin aluminum film. An aperture of less than 100 nm in size
at the apex of the probe is opened by FIB milling. To characterize
the optical resolution of the NSOM measurements, the transmitted
light from a pair of nanoholes in the same sample with known
separation distances is collected by this probe. The obtained

Fig. 2 Schematic view of the specially designed NSOM system
using a cantilever aperture probe

by FIB milling; „b… NSOM image of a pair of nanoholes
obe; and „c… line scan on the NSOM image shows the
de
e pr
Transactions of the ASME
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SOM image is shown in Fig. 3�b�. Figure 3�c� show the 10–90%
dge resolution is about 78 nm by plotting the line scan profile of
he NSOM signal as indicated in Fig. 3�b�. This optical resolution
s about � /6 of the illumination light, and much less than the
iffraction limit as expected.

Results and Discussion

3.1 NSOM Measurements. The near-field radiation from the
aperture and comparable conventional apertures is measured

sing the previously described NSOM system and the aperture
robe of 78 nm optical resolution. Figure 4�a� shows the NSOM
mage obtained from the H aperture with the y polarized laser
llumination. Since the overall tip size �the aperture opening sur-
ounded by aluminum coating� of the probe is larger than the
pening area of the H aperture, the probe could not get inside the
perture during the acquisition of the near-field signal. Therefore,
he obtained NSOM image can be considered as a NSOM image
erformed at the constant height mode with a short distance
0–10 nm� away from the exit plane of the H aperture. The line
can analysis along the x and y directions is conducted as indi-
ated on the two-dimensional NSOM image and plotted in Figs.
�b� and 4�c�, respectively. The full-width half-maximum
FWHM� of the near-field light spot is found to be 106 nm along
he x direction �A-A shown in Fig. 4�b��, and 80 nm along the y
irection �B-B shown in Fig. 4�c��. The actual spot size should be
maller due to the convolution effect of the aperture probe. Con-
idering the symmetries of the H aperture geometry and near-field
ight spot, the near-field light through the H aperture is expected
o be localized in the central gap between the ridges.

The near-field radiation from the conventional apertures of
egular shapes is also acquired under the same illumination con-
itions. Figures 5�a� and 5�b� show the NSOM images for the
quare aperture and large rectangular aperture, respectively. The
easured FWHM spot sizes are 136 nm�174 nm for the square

perture, and 212 nm�120 nm for the rectangular aperture. Both
ight spots are substantially larger than that achieved by the H
perture. The NSOM measurement of the small rectangular aper-

Fig. 4 „a… NSOM image of the H aperture „210 nmÃ1
in „b… A-A horizontal direction and „c… B-B vertical dire
illumination light is polarized along the y direction acro
The scale bar in „a… is 200 nm.
ure, which has the same size as the gap of the H aperture and is

ournal of Heat Transfer
supposed to provide the near-field spot of similar size, was also
attempted but failed to acquire sufficient light that can be detected
by the measuring system. This indicates the expected low light
transmission using the sub-100 nm regular apertures. Since these
apertures are separated from each other by a distance of more than
10 �m, and thus the incident laser beam �diameter=50 �m� does
not uniformly illuminate each aperture, the peak intensities of the
NSOM spots from the apertures cannot be compared with each
other. The relative transmission efficiencies through these aper-
tures will be numerically investigated in the following section.

NSOM images of these apertures are also taken with the laser
illumination polarized in the orthogonal direction or the x direc-
tion. It is found that both rectangular apertures do not produce
enough light signals to form a NSOM image under this polariza-
tion. As shown in Fig. 6�b�, a light spot of 167 nm�132 nm in
FWHM size is achieved by the square aperture. The square aper-
ture results in similar near-field spots in both polarizations as ex-
pected, and the elongation of the near-field spot is along the di-
rection of laser polarization. The H aperture results in a 170 nm
�188 nm light spot as shown in Fig. 6�a�, which is significantly

m outline with a 100 nmÃ60 nm gap… and line scans
n show the FWHM spot size is 106 nm by 80 nm. The
the gap the H aperture as indicated in the inset of „a….

Fig. 5 NSOM images of: „a… the 160 nmÃ160 nm square aper-
ture and „b… the 400 nmÃ60 nm rectangular aperture. The
FWHM sizes of the near-field optical spots shown in the images
are 174 nmÃ136 nm and 212 nmÃ120 nm for the square and
rectangular apertures, respectively. The insets show the SEM
pictures of the imaged apertures. The illumination light is po-
larized along the y direction as indicated in the insets. The
70 n
ctio
ss
scale bars are 200 nm.
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arger than that is obtained under the y polarized illumination.
his light spot almost covers the whole opening area of the H
perture, therefore no field concentration is provided by the H
perture when it is illuminated by light linearly polarized across
he two open arms.

In comparison with the conventional apertures, the NSOM
easurements clearly show that the H aperture is able to achieve

he smallest light spot with considerable enhanced optical trans-
ission under the proper polarization. The spot size is essentially

etermined by the gap size of the H aperture, as will also be seen
rom the FDTD results. It is therefore expected that further reduc-
ion of the gap size can produce a smaller light spot �11�. This

akes H apertures as well as other ridge apertures attractive for
se as an efficient near-field transducer for optical processing.

To examine the consistency and reliability of the NSOM results
btained by the H aperture, the optical near field from a 3�3
rray of H apertures is measured. As shown in the SEM image
Fig. 7�a�� of the H aperture array fabricated in the same alumi-
um sample, the nine H apertures are almost identical and uni-
ormly arranged in the array, and the variation in the dimensions
f these apertures is less than 5 nm measured from the SEM im-
ge. Figure 7�b� shows the three-dimensional NSOM image col-
ected under the laser illumination polarized in the direction
cross the gap of the H apertures. An array of clean light spots is
btained in the same pattern as the H aperture array. The average
WHM size of these nine light spots is 107 nm�84 nm. The
tandard deviations of FWHM sizes are 4.7 nm in the x direction
nd 5.2 nm in y direction, corresponding to 4.4% and 6.1% size
ariation �relative standard deviation�, respectively. In fact, the
ariation of near-field spot sizes is in the same order of the scan-
ing resolution. The peak intensity value of these light spots has a
4% variation. These results indicate the consistency of near-field
adiation from the H apertures as well as the reliability of the
SOM measurements.

3.2 FDTD Computations. In order to explain the experimen-
al results, FDTD simulations are carried out to calculate the op-
ical near field of each aperture, and also to illustrate how the light
ropagates through each aperture. The detailed description of the
DTD numerical method can be found in the Refs. �17,18�. In the
ollowing FDTD computations, the dimensions of each aperture
re chosen based on the measurement of the SEM images. Both
he optical property of the aluminum at 458 nm �19� and the
hange of laser polarization are considered.

Figure 8 shows the FDTD results for the H aperture, square
perture, and large rectangular aperture under the y polarized il-
uminating light at 458 nm wavelength. The left column shows
he near-field intensity distribution on the xy plane at 10 nm be-
ow the three apertures. Two hot spots can be seen for all three
pertures, which were not observed in the NSOM measurements.

ig. 6 NSOM images of: „a… the H aperture and „b… the
60 nmÃ160 nm square aperture. The FWHM sizes of the near-
eld optical spots shown in the images are 170 nmÃ188 nm
nd 167 nmÃ132 nm for the H and square apertures, respec-
ively. The insets show the SEM pictures of the imaged aper-
ures. The illumination light is polarized along the x direction
s indicated in the insets. The scale bars are 200 nm.
he difference could arise from two possibilities. First, the aper-

0 / Vol. 129, JANUARY 2007
tures used in the calculations have sharp edges while the fabri-
cated ones have round edges. In fact, the sharp edges induce the z
component of the electric field in the FDTD calculations along the
polarization direction due to the scattering effect �13�. Second, the
optical resolution of the aperture probe is not likely enough to
resolve the two hot spots. The NSOM spot is the convolution of
the scanning probe transfer function with the actual near-field
light spot transmitted through the measured aperture. It is only
when the probe is a point source �representing a delta function�
that the measured NSOM spot is exactly the same as the actual
near-field spot assuming the probe does not disturb the radiating
field. On the other hand, the numerical results clearly show that
the H aperture confines the near-field radiation underneath the gap
region and results in the smallest light spot in both lateral direc-
tions compared to the other two apertures. This is consistent with
the NSOM measurements. The right column of Fig. 8 shows how
light propagates through the three apertures. Both the H aperture
and rectangular aperture have a propagating waveguide mode in
the aperture channels �Figs. 8�b� and 8�f��, which provides the
efficient transmission through these apertures. The existence of
waveguide mode in these two apertures is because the incident
wavelength is shorter than the cutoff wavelengths of the apertures
�10�. By either elongating the small rectangular aperture �to be-
come the large rectangular aperture� or adding two side arms to it
�to become the H aperture�, the cutoff wavelength of the aperture
will be significantly increased. An evanescent mode with the field
intensity decaying exponentially is found inside the square aper-
ture as shown in Fig. 8�d�. However, because the illumination

Fig. 7 „a… SEM image of an array of H apertures fabricated in
an aluminum film and „b… three-dimensional NSOM image of
the array. The illumination light is polarized along the y direc-
tion across the gap of the H apertures as indicated by the arrow
in the inset of „a…. The scale bar in „a… is 500 nm.
wavelength of 458 nm is close to the cutoff wavelength of the
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quare aperture �20�, a small attenuation of the transmitted field
esults. There are still enough photons tunneling through the sub-
avelength square aperture and resulting in signals that can be
etected by the PMT. The integrated intensities over a 400 nm
170 nm area at 10 nm below the H; square, large rectangular,

nd small rectangular apertures are 938, 610, 1761, and 45, re-
pectively �the incident integrated intensity over the same area is
720�. Therefore, the H aperture is able to provide the smallest
ptical spot with the light transmission on the same order of those
hrough the regular apertures of the same opening area, but 20
imes that through the smallest rectangular aperture. According to

Fig. 8 Left column: the computed near-field intensity
plane at 10 nm below „a… the H aperture; „c… the s
75-nm-thick aluminum film on a quartz substrate. Righ
middle of „b… the H aperture; „d… the square aperture
wave at 458 nm wavelength is incident from the quar
the incident light.
he standard aperture theory �5�, the transmission efficiency

ournal of Heat Transfer
through the small rectangular aperture will be greatly decreased
by further reducing its size in order to achieve a smaller optical
spot. The H aperture, on the other hand, can maintain the trans-
mission efficiency �on the order of unity� when the gap size is
further reduced due to the existence of the propagating waveguide
mode.

The FDTD results for the x-polarized illumination are shown in
Fig. 9. Due to the symmetry of its geometry, the same result as for
the y polarization is expected for the square aperture, therefore is
not computed. It is clearly seen a greatly attenuated evanescent
mode in the rectangular aperture in Fig. 9�d�. This can be again

tribution „normalized by incident intensity… on the xy
are aperture; and „e… the rectangular aperture in a
olumn: light propagation on the xz plane through the
d „f… the rectangular aperture. The y polarized plane
ide. The arrows indicate the polarization direction of
dis
qu
t c

; an
tz s
explained by the waveguide cutoff calculation �20�: the illumina-
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ion wavelength is much larger than the cutoff wavelength of the
ectangular aperture under the x-polarized illumination resulting
n a large attenuation coefficient. In this case, the rectangular ap-
rture looks like the other part of the aluminum film so that most
f the incident photons are reflected back. The field intensity be-
ow the aperture is three orders less than that of the incident one
s shown in Fig. 9�c� because only a few photons can tunnel
hrough the short aperture channel. On the other hand, the H ap-
rture is still able to provide a strong radiating field at the exit side
hose intensity is in the same order of the incidence as shown in
ig. 9�a�. This is because the two open arms of the H aperture act
s propagating waveguides under this polarization. The surface
aves are found on the side walls in the aperture channel, there-

ore allowing a large mount of light through the aperture as shown
n Fig. 9�b�. It is also found that the near-field spot of the H
perture under x polarization illumination is considerably larger
han that in the y polarization illumination. These FDTD results at

polarization are all consistent with the NSOM observations.

Conclusions
In summary, the near-field radiation from the H-shaped aper-

ures and conventional apertures of comparable sizes fabricated in
75-nm-thick aluminum film is characterized using a specially

esigned aperture NSOM system with the optical resolution
round 80 nm. FDTD numerical computations are used to explain
he NSOM observations. It is found that the H aperture is able to
rovide a 106 nm�80 nm optical spot when the incident light at
58 nm is polarized along the direction across the gap. A 4–6%

Fig. 9 Left column: the computed near-field intensity
plane at 10 nm below „a…; the H aperture, and „c… th
quartz substrate. Right column: light propagation on t
„d… the rectangular aperture. The x polarized plane wav
The arrows indicate the polarization direction of the i
WHM size variation and a 14% intensity variation of near-field

2 / Vol. 129, JANUARY 2007
spots from a 3�3 array of H apertures are obtained, showing the
consistency and reliability of the near-field radiation from the fab-
ricated H apertures. The H aperture results in a larger spot under
the x-polarized illumination light. Compared to the square aper-
ture and the rectangular of the same opening area, the H aperture
provides a substantially smaller near-field light spot without suf-
fering the low light transmission, which allows many promising
applications in near-field nanoscale optical engineering.
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Nomenclature
a � length of the H aperture
b � width of the H aperture
d � gap width of the H aperture
s � gap length of the H aperture
� � wavelength of light/laser
E � electric field
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Energy Transfer to Optical
Microcavities With Waveguides
Micro/nanoscale radiation energy transfer is investigated in optical microcavity and
waveguide coupling structures working on whispering-gallery mode optical resonances.
The finite element method is employed for solving the Helmholtz equations that govern
the energy transfer and time-harmonics electromagnetic (EM) wave propagation. The
maximum element size concept is introduced for the numerically sensitive subdomains
where local mesh refining is needed because of the presence of intensified EM fields. The
results show that the energy storage capability of a resonant microcavity is predomi-
nantly determined by the cavity size. The stored energy in the 10 �m diameter microcav-
ity considered is several orders of magnitude larger than that in the 2 �m diameter
microcavity. The gap between a microcavity and its light-delivery waveguide has a sub-
stantial effect on the energy coupling from the waveguide to the microcavity and conse-
quently influences significantly energy storage in the microcavity. An optimal gap is found
for maximum energy storage and most efficient energy coupling. This optimal gap dimen-
sion depends not only on the configurations of the microcavity and waveguide, but also
on the resonance wavelength. With increasing gap the quality factor increases exponen-
tially and quickly saturates as the gap approaches to one wavelength involved. The
submicron/nanoscale gap is crucial for generating quality resonances as well as for
efficient energy transfer and coupling. �DOI: 10.1115/1.2401197�

Keywords: radiation energy transfer, energy storage, micro/nanoscale phenomena, opti-
cal microcavities, resonance quality, numerical simulation
ntroduction
Optical microcavities store light in small volumes by resonant

ecirculation of photons �1,2�. Resonance quality is described by
he cavity quality �Q� factor, which is proportional to the photon
onfinement time. Q�109 has been observed at red and near-
nfrared wavelengths in fused-silica submillimeter particles �3,4�.
evices based on high-Q optical microcavities are already indis-
ensable for a wide range of fundamental research and emerging
pplications �5�. For example, they are used in strong-coupling
avity quantum electrodynamics and applications to quantum in-
ormation studies �6�, in developing efficient microlasers that offer
nhanced functionality �7�, in optical communications �8,9�, in
igh-resolution spectroscopy �10�, and in miniature sensor tech-
ologies �11,12�, to name a few.

Whispering-gallery mode �WGM� optical cavities are typically
ielectric circular structures in which waves are confined by re-
eated total internal reflection �TIR� at the curvilinear boundary
o that the electromagnetic �EM� field can close on itself at some
pecific frequencies, giving rise to resonances �2�. An ideal cavity
ould confine light indefinitely �i.e., without loss� and would have

esonance frequencies at precise values �i.e., extremely narrow
inewidth�. In practice energy losses exist due to material absorp-
ion, scattering, or diffraction as a result of surface roughness or

aterial inhomogeneity �2,13�. Ultimately the photon lifetime in a
esonating cavity is limited, allowing the radiation eventually to
eak out or be absorbed.

It is well known that WGM optical resonances are morphology
ependent �1�. If the cavities are in the micrometer level, one
btains a very small mode volume and a high finesse. Microscale
avities ensure that the resonant frequencies are more sparsely
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eived July 21, 2006. Review conducted by M. Pinar Menguc. Paper presented at the
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er 5–11, 2005, Orlando, Florida, USA.

4 / Vol. 129, JANUARY 2007 Copyright © 2
distributed throughout the cavity-size-dependent resonant optical
spectrum than they are in corresponding mesoscale cavities �5�.
The demand of miniaturization in electronic and photonic devices
has been rapidly increasing in recent years.

Different from Mie resonances in microspheres, which are ob-
servable by means of elastic and inelastic scattering of free-space
beams, high-Q WGM resonances are not accessible by free-space
beams and, therefore, require employment of near-field couplers.
Numerous coupling devices, such as high-index prisms with frus-
trated total internal reflection �14�, side-polished fiber couplers
�15�, optical fiber tapers �16�, and waveguides �17,18�, have been
considered. The principle of all these devices is based on provid-
ing efficient energy transfer to the resonant EM waves in the
resonator through the evanescent field of a guided wave or a TIR
spot in the coupler. It is evident a priori that efficient coupling can
be expected on fulfillment of two main conditions: phase synchro-
nism and significant overlap of the two evanescent fields in the
gap between the microcavity and the coupler. Thus, the nanometer
to sub-micrometer gap that separates the microcavity and coupler
is a critical parameter that affects the energy transfer and coupling
efficiency.

However, little attention has been paid to the micro/nanoscale
energy transfer in optical microcavity devices. It was difficult to
control the small gap between a microcavity and a micro-coupler.
For the sake of experimental measurement, many researchers �19�
considered close contact between a resonator and its coupler. Re-
cent advances in the technology of nanofabrication offer the pos-
sibility of manufacturing new optical devices with unprecedented
control. It is now feasible to consider optical microcavities, light
couplers, and coupling gaps having physical dimensions in nano-
and micrometer levels. Dimensions of 100–200 nm are routinely
achieved in the manufacturing of integrated circuits. Nanofabrica-
tion techniques allow the realization of semiconductor microcavi-
ties with evanescent wave coupling to microscale waveguides
across nanoscale air gaps �10,18�. With high-quality etching, the
scattering loss can be minimized to achieve simultaneously a high

Q and a high finesse.
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Radiative energy transfer, which involves photon transport and
M wave interaction with matter, is an important heat transfer
echanism. Thermal radiation transfer based on the radiative

ransfer equation is well summarized in comprehensive textbooks
20,21�. Several specific criteria have been established by some
xcellent reviews �22–25� to delineate the micro/nanoscale and
he meso/macroscale radiation regimes. Maxwell’s EM theory
26� is commonly utilized to describe radiation energy exchange
n micro/nanometer levels �27�. The increasing demand for small
tructures and devices opens up many new opportunities and chal-
enges in micro/nanoscale heat transfer �28–30�.

In this manuscript, we will study the micro/nanoscale radiation
nergy transfer in optical microcavities coupled with light-
elivery waveguides. Maxwell’s equations that govern the energy
xchange and EM wave propagation in the microstructures will be
olved via the finite element method. Emphasis will be placed on
nvestigating the characteristics of energy transfer and coupling
rom the waveguides to the microcavities, the energy storage ca-
acity of resonant microcavities, and the quality of resonances.

athematical Formulation
Consider an optical microcavity coupled with a light-delivery

aveguide as shown in Fig. 1. A small air gap separates the mi-
rocavity from the waveguide. A laser beam is focused into the
icroscale waveguide and the light will be confined inside the
aveguide. If the refractive index of the microcavity is very close

o that of the waveguide, however, photons will tunnel from the
aveguide to the microcavity. The photons in the microcavity are

onfined by TIR at the curvilinear boundary when the refractive
ndex of the microcavity is larger than that of the surrounding

edium such as air. After repeated TIRs, if the EM wave returns
o its starting point in phase, WGM resonance occurs. Under reso-
ances, the energy transfer and coupling from the waveguide to
he resonator become very powerful.

The microcavity-waveguide device is made of a dielectric ma-
erial, which is assumed to be linear and isotropic. The EM wave
ropagation and photon tunneling in the device can be described
y the time-dependent Maxwell equations �26� as

� · Ē =
�

�
, � � Ē = − �

�H̄

�t
�1�

� · H̄ = 0, � � H̄ = J̄ + �
�Ē

ig. 1 Sketch of an optical microcavity coupled with a light-
elivery waveguide
�t

ournal of Heat Transfer
For time-harmonic waves, Ē�r̄ , t�= Ē�r̄�ei�t. The Maxwell equa-
tions are then simplified to Helmholtz equations as follows:

1

�
�2Ē + �2�cĒ = 0

�2�
1

�
�2H̄ + �2�cH̄ = 0

in which the complex permittivity �21� is introduced as

�c = �cr · �0 = � − i��/�� �3�

It is customary to introduce the complex index of refraction, m
=n− ik. The relationship between �cr and m is expressed by

�cr = m2 = n2 − k2 − i2nk �4�
Under WGM resonances the EM field in a cylindrical micro-

cavity typically consists of equatorial brilliant rings. The rings are
located on the same plane as the waveguide. Further, the consid-
ered manufacturable microdisk/waveguide devices have a planar
structure. So, it is feasible to use a two-dimensional theoretical
model. In the present calculations we consider the in-plane trans-
verse electric �TE� waves, where the electric field has only a
z-component and it propagates in the x-y plane. Thus, the fields
can be written as:

Ē�x,y,t� = Ez�x,y�ēze
i�t

�5�
H̄�x,y,t� = �Hx�x,y�ēx + Hy�x,y�ēy�ei�t

At the interface and physical boundaries, the natural continuity
condition is used, i.e.,

n̄ � �Ē1 − Ē2� = 0 and n̄ � �H̄1 − H̄2� = 0 �6�

When solving for Ē , n̄� H̄=0 is the natural continuity condition
for the tangential component of the magnetic field.

For the boundaries of the calculation domain, the low-reflecting
boundary condition is adopted. The low-reflecting condition
means that only a small part of the wave is reflected, and that the
wave propagates through the boundary almost as if it were not
present. This condition can be formulized as

ēz · n̄ � ��H̄ + ��Ez = 0 �7�

The light source term E0z, which propagates inwards through
the entry of the waveguide, can be treated as an electrically low-
reflecting boundary expressed by

ēz · n̄ � ��H̄ + ��Ez = 2��E0z �8�

In the present computations, E0z is assumed to be uniform and
unity at the entry of the waveguide.

The quality factor Q is defined as a ratio of 2� stored energy to
energy lost per cycle. It can be calculated by �26�

Q = �0/	� = �0
 �9�

where �0 is the resonant central frequency, 	� is the linewidth
�full-width at half maximum� of the cavity resonance, and 
 is the
photon lifetime.

According to Poynting’s theorem �26�:

�
V

� · S̄ dV = −�
V

�Ē ·
�D̄

�t
+ H̄ ·

�B̄

�t
�dV −�

V

J̄ · Ē dV

�10�

The quantity S̄= Ē� H̄ is called the Poynting vector, which has the
same dimensions as the heat flux and a direction pointing to the

direction of wave propagation. The term on the left-hand side of

JANUARY 2007, Vol. 129 / 45
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q. �10� represents the radiative losses. The first integral on the
ight-hand side represents the rate of change in total energy. The
econd integral on the right-hand side represents the resistive
osses that result in heat dissipation.

The total energy density can be denoted by

u = 1
2 �Ē · D̄ + B̄ · H̄� �11�

For dielectric materials, however, J̄=0. Since the volume V is
rbitrary, Eq. �10� can be simplified and cast into a differential
ontinuity equation �26�:

�u

�t
+ � · S̄ = 0 �12�

umerical Models and Scheme
Versatile numerical approaches including the finite difference

ime-domain method �31� and the finite element method �FEM�
an be employed for solving the above mathematical models. The
EM is very flexible in the treatment of irregular configurations
uch as the circular geometry of the microcavity. Thus, the in-
lane TE waves application mode of the commercial FEMLAB
ackage �version 3.0� is employed for the finite element analysis
n the current simulations. The details of the numerical scheme are
ot repeated here. Interested readers should refer to the manual of
EMLAB or our recent publications �12,32�.
In the present study, three sets of microdisk and waveguide

oupling systems are considered: �1� a microdisk 2 �m in diam-
ter is coupled with a waveguide 0.5 �m in width; �2� a microdisk
�m in diameter is coupled with a waveguide 1.0 �m in width;

nd �3� a microdisk 10 �m in diameter is coupled with a wave-
uide 2 �m in width. The waveguides are straight. All the micro-
isks and waveguides are made of the same material �silicon ni-
ride� and are assumed to have a constant refractive index of 2.01
gainst the excitation wavelengths �600–850 nm� and to be loss-
ess. The surrounding medium is air. The gap is defined as the
arrowest width between the microdisk and the waveguide. The
ap varies between 0 �in close contact� and 1000 nm for each set
f optical microcavity systems in order to study the gap effects.

The cavity system is modeled as a rectangular simulation do-
ain. The dimensions of the simulation domains are 4.0
5.5 �m2, 8.0�8.7 �m2, and 14�16 �m2 for the 2, 5, and

0 �m diameter microdisk systems, respectively. The simulation
omains are meshed by many triangle elements generated auto-
atically by the FEMLAB in which a mesh gradient approach is

dopted to deal with abrupt changes in sensitive areas like the
icinity around the periphery of the microdisk, the small wave-
uide, and the gap region. However, such an approach was not
ery satisfactory because a strong resonant EM field exists inside
ring close to the cavity periphery. To meet with this requirement,
e divide the microdisks into two regions and use hierarchical
eshing to scale the cavity down to two different spatial levels.
he meshes in the ring region inside the microdisk periphery are

ocally refined. We have used such a meshing approach in all our
revious studies where the microcavity size was not smaller than
0 �m in diameter.

Exemplary meshes for the 2 and 10 �m diameter microdisk
imulation domains are shown in Fig. 2. It is seen that an outer
ing surrounding the 2 �m diameter microdisk is considered. This
uter ring is not physical. It is for the purpose of local mesh
efining. As the microcavity shrinks, its curvature becomes large.
ence, energy “leakage” from the cavity surface due to scattering

nd diffraction increases. It is necessary to add an outer ring for
ocal mesh refining for small microdisks such as the 2 and 5 �m
iameter microdisks. The results in Fig. 5 in the Results and Dis-

ussion section will confirm the necessity.

6 / Vol. 129, JANUARY 2007
The numerical accuracy and sensitivity is examined using the
2 �m diameter microdisk system. The considered gap is fixed at
100 nm. The concept of the maximum element size dmax is intro-
duced for the numerically sensitive subdomains including the in-
ner ring, the outer ring, the photon tunneling gap, and the light-
delivery waveguide. Local mesh refining in these subdomains is
needed. The size of any meshed element in these sensitive subdo-
mains should not be larger than dmax. In general, the number of
elements generated depends on the dmax value used. Smaller dmax
creates more elements and requires larger computer memory and
longer CPU time. As a reward, it leads to more accurate simula-
tion results. However, there should be a trade-off among memory
consumption, CPU time, and calculation accuracy. In the present
calculations, we used a DELL PC equipped with one 2.8 GHz
CPU and 2.0 GB memory. The FEMLAB �version 3.0� was found
to be able to utilize up to 1.5 GB memory under the Windows XP

Fig. 2 Finite element meshes for the simulation domains of „a…
the 2 �m diameter microdisk system and „b… the 10 �m diam-
eter microdisk system, respectively
operation system.

Transactions of the ASME
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We found that when dmax equaled 0.04 �m, the FEMLAB
ould generate 104,460 elements for the simulation domain of the
�m diameter microdisk system, approaching to the memory

imit of the PC used. The simulation results under this limit con-
ition were the most accurate that we could obtain. In Fig. 3, the
elative errors of the stored energy calculated using different dmax
alues are plotted as compared with the result in the limit condi-
ion. The 2 �m diameter microdisk is under the first-order reso-
ance at a resonance mode with wavelength around 823 nm. It is
vident that the computational error is less than 5% when dmax is
elow 0.1 �m �	1/8 wavelength�.

Figure 4 plots the curve of the normalized stored energy in the
�m diameter cavity versus the element number used in the

imulation domain. It is seen that the normalized energy storage
alculated using more than 30,000 elements converges to a con-
tant value at unity. Thus, the calculation convergence is excellent.

CPU time consumption is basically not an issue for an indi-
idual run of simulation in the present computations because each
un only took several minutes in the PC. In order to get a precise
esonance frequency, however, dozens of simulation runs are
eeded. Such computational procedures must repeat for each set
f the optical microcavity systems with each individual gap value
nd at each resonant mode. The whole simulation procedure is
ery time consuming.

esults and Discussion
Figure 5 illuminates the distributions of the electric field under

first-order WGM resonance for the three different optical micro-
avity systems. Figure 6 displays the corresponding energy den-
ity distributions. The electric fields are time-varying harmonic
aves. The total energy densities are time averaged. The 2 �m
iameter microdisk is coupled with a 0.5 �m wide waveguide
hrough a 150 nm gap; the 5 �m diameter microdisk is coupled
ith a 1.0 �m wide waveguide through a 300 nm gap, while the
0 �m diameter microdisk is coupled with a 2.0 �m wide wave-

ig. 3 The relative error of stored energy versus the maximum
lement size used in the computations

ig. 4 The stored energy versus the element number used in

he computations

ournal of Heat Transfer
guide through a 500 nm gap. The resonance wavelengths are at
822.75, 807.735, and 801.1165 nm, respectively, for 2, 5, and
10 �m diameter microdisk devices.

It is seen that a bright resonant ring with intensified electric
field or energy density is formed inside the periphery of the mi-
crodisks. Thus, enhanced photon tunneling from the waveguides
to the microcavities occurred under resonances. The majority en-
ergy is concentrated in the resonant rings. The ratios of the energy
storing in the microdisk to that passing through the waveguide are
1.88, 49.43, and 938.44 for the 2, 5, and 10 �m in-diameter mi-
crodisks, respectively. The energy storage capability soars with
the increasing of the microcavity size because of increased vol-
ume and reduced energy leakage. One can see the obvious energy
leakage from the 2 �m diameter microdisk in Fig. 5�a�. The effect
of diffraction grows as the cavity shrinks. Comparing Figs.
6�a�–6�c�, it is found that the energy density in the resonant ring
also increases as the cavity size increases. Under the considered
conditions, the energy density in the resonant 10 �m diameter
microdisk is about three orders of magnitude larger than that in
the resonant 2 �m diameter microdisk.

Since the energy density is proportional to the square of the
amplitude of the time-harmonic electric field, the contrast between
the microcavity and the waveguide is stronger for energy density
distributions than for electric field distributions. In order to see
clearly the wave propagation and photon tunneling in the wave-
guide and gap, we use the harmonic E-field distributions to show
the gap influence on the energy transfer in Fig. 7 for the 10 �m
diameter microdisk system. The gaps are 250 nm in Fig. 7�a� and
750 nm in Fig. 7�b�, respectively. The E-field for the same micro-
disk system with a 500 nm gap is already shown in Fig. 5�c�. The
resonant mode is at 801 nm wavelength. The propagation of the
E-field in the waveguides in Figs. 7�a� and 7�b� is visible. The
amplitude of the intensified electric field in the resonant rings
depends on the gap value. It is seen that the EM field in the
10 �m diameter cavity with the 500 nm gap is much stronger than
those with the 250 and 750 nm gaps. In particular, the electric
field in the waveguide in Fig. 5�c� is extremely weak and nearly
invisible. This means that the energy is almost completely coupled
into the cavity. Thus, the gap dimension does substantially affect
the energy transfer. An optimal gap for efficient energy transfer
and coupling may exist!

The stored energy inside a microcavity is integrated as the main
variable used to investigate energy transfer and coupling effi-
ciency. By drawing a curve of the stored energy against the
change of gap width, one can find an optimal gap for maximum
energy transfer and most efficient energy coupling. Figures 8�a�
and 8�b� show the profiles of the stored energy versus the gap
variation for the 10 and 2 �m diameter microdisk systems, re-
spectively. The simulated results are represented by the discrete
symbols, while the continuous curves are fitted results. Two reso-
nant modes for each cavity system are considered. For the 10 �m
diameter microdisk system, the resonance modes are at 801 nm
�near infrared light� and 608 nm �yellow light�. For the 2 �m
diameter microdisk system, the resonance modes are at 823 nm
�near infrared light� and 605 nm �yellow light�. As previously re-
vealed, the capability of energy storage is predominantly deter-
mined by the cavity size. The stored energy in Fig. 8 is normal-
ized by the respectively maximum stored energy for each
individual resonant mode of the cavity. It is seen that the width of
the curves of energy storage versus gap in Fig. 8�a� is narrower
than that of the curves in Fig. 8�b�. This suggests that the energy
coupling in the 10 �m diameter microdisk system is more sensi-
tive to the gap dimension as compared with the 2 �m diameter
microdisk system.

From Fig. 8, it is clearly seen that an optimal gap dimension
exists, which depends not only on the cavity size, but also on the
resonance mode �wavelength�. The optimal gap values can be es-
timated from the fitted curves in Fig. 8 and are listed in Table 1.

Those optimal gap widths represent the most efficient energy cou-
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ling in the respective cavity/waveguide coupling systems at the
espective resonance modes �represented by wavelength�.

It is easy to understand the reduction of energy transfer and
oupling efficiency at gaps larger than the optimal gap, because it
s well known that the strength of the evanescent field from a
urface decays exponentially as a function of the distance to the
urface. The longer the distance, the weaker is the strength. How
an we understand the reduction of the energy coupling efficiency
or gaps smaller than the optimal gap? From the viewpoint of the
vanescent strength, a smaller gap has a stronger strength and
loser overlapping of the two evanescent fields in the gap from the
esonator and the waveguide, respectively. A smaller gap affords
ore opportunities to photon tunneling. Indeed, because of the

nhanced photon tunneling, photons confined in the cavity tunnel
ack to the waveguide. This reverse energy transfer tends to re-
uce the energy coupling from the waveguide to the cavity. Goro-
etsky and Ilchenko �14� experimentally observed a dip in the

Fig. 5 The harmonic electric field distributions in the
microdisk system „�=822.735 nm, g=150 nm…, „b… the 5 �
and „c… the 10 �m diameter microdisk system „�=801.11
utput intensity of a prism coupler in a fused-silica sphere with

8 / Vol. 129, JANUARY 2007
increasing gap from in-close contact. This provided experimental
evidence for the reverse energy transfer analysis. Therefore, an
optimal gap for most efficient energy coupling exists as a result of
bidirectional energy transfer.

The gap effects on the resonance linewidth and resonance qual-
ity are presented in Fig. 9 for the 2 and 10 �m diameter microdisk
systems. The resonant mode is at 801 nm for the 10 �m diameter
microdisk system and at 823 nm for the 2 �m diameter microdisk
system. With increasing gap from zero �in close contact� to order
of one optical wavelength of interest, the full-width at half maxi-
mum �FWHM� of the resonance band narrows and the Q factor
increases. It is seen that the Q factor increases exponentially be-
fore the gap reaches to the optimal gap value, then slows down
around the optimal gap range, and quickly reaches to an
asymptotic limit �limit Q factor� when the gap approaches to the
optical wavelength. As revealed in Fig. 8, however, the resonant

ee optical microcavity systems: „a… the 2 �m diameter
diameter microdisk system „�=807.735 nm, g=300 nm…,

nm, g=500 nm…
thr
m

energy in the cavity is extremely weak when the gap is around one
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ptical wavelength. Simultaneously considering Figs. 8 and 9, a
rade-off exists between the requirements of energy coupling effi-
iency and Q factor. Depending on applications, an optimum gap
ay be selected between the optimal gap value for maximum

nergy coupling and one optical wavelength for maximum limit Q
actor. Comparing Fig. 9�a� with Fig. 9�b�, it is seen that the
aximum Q value for the 10 �m diameter microdisk system is

bout four orders of magnitude higher than that for the 2 �m
iameter microdisk system. Hence, the limit Q factor is predomi-
antly determined by the cavity size. It falls rapidly as the cavity

Fig. 6 The time-averaged energy density distributions in
microdisk system „�=822.735 nm, g=150 nm…, „b… the 5 �
and „c… the 10 �m diameter microdisk system „�=801.11
ize shrinks.

ournal of Heat Transfer
Conclusions

The whispering-gallery mode optical resonances and energy
transfer were simulated for the three dielectric microdisk/
waveguide coupling planar structure systems with various
submicron/nanoscale air gaps. The simulations were performed
using the finite element analysis based on the FEMLAB. Accurate
results are obtained when appropriate meshes are adopted. The
computational error is found to be less than 5%, when the maxi-
mum element size is below 1/8 of the wavelength involved in the

e three optical microcavity systems: the 2 �m diameter
diameter microdisk system „�=807.735 nm, g=300 nm…,

nm, g=500 nm…
th
m
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omputationally sensitive regions such as the gap, the inner and/or
uter rings close to the cavity periphery, and the waveguide. The
onvergence of the computations is excellent.

The energy transfer and coupling from the light-delivery wave-
uide to the microcavity are enhanced under resonances. A bright
ing with intensified EM field and energy density is formed inside
he periphery of the microdisk. The energy density in the resonant
ing is a strong function of the cavity size. With increasing cavity
ize, both the energy storage capability and the limit Q factor soar
apidly. The stored energy as well as the limit Q factor is several
rders of magnitude higher in the 10 �m diameter microdisk sys-
em than in the 2 �m diameter microdisk system.

The plots of the stored energy inside the microcavities against
he gap width variation were obtained. An optimal gap dimension
n which the energy storage in the cavity is the maximum �and

ig. 7 The harmonic electric field distributions for the 10 �m
iameter microdisk system resonating at the resonance mode
f 801 nm with two different gap values: „a… 250 nm gap and „b…
50 nm gap
hus the energy coupling is the most efficient� can be obtained

0 / Vol. 129, JANUARY 2007
from the plot. The optimal gap is a complicated function of the
microdisk/waveguide configurations and the mode of resonance. It
is also found that the energy transfer and coupling in a larger
microcavity is more sensitive to the gap dimension. With increas-
ing gap, the Q factor increases, while the FWHM of the resonant
band decreases. The Q factor increases exponentially as the gap
width increases from zero to the optimal gap value, and then
quickly approaches to an asymptotic limit �the maximum limit Q
factor� with the gap further increasing to one optical wavelength
of interest.
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Fig. 8 The stored energy versus the gap variation: „a… the
10 �m diameter microdisk system at two different resonance
modes and „b… the 2 �m diameter microdisk system at two dif-
ferent resonance modes

Table 1 Optimal gap dimensions

Cavity diameter/
waveguide width

Resonance mode
�wavelength� �nm�

Optimal gap
width �nm�

2 �m/0.5 �m 605 450
823 180

10 �m/2 �m 608 260
801 480
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omenclature
B̄ � magnetic induction
c � speed of light
d � diameter of microcavity

D̄ � electric displacement
ē � unit vector in a direction

Ē � electric field vector
g � gap

H̄ � magnetic field vector

J̄ � electric current density
k � absorption index

m � complex index of refraction
n � real part of the refractive index
n̄ � unit vector in normal direction
Q � cavity quality factor

S̄ � Poynting vector
t � time
u � total energy density
V � computational volume

x ,y ,z � coordinates
� � permittivity

�c � complex permittivity

ig. 9 The gap effects on the FWHM „unit: GHz… of the reso-
ance band and the Q factor: „a… the 2 �m diameter microdisk
ystem „at 823 nm resonance mode…and „b… the 10 �m diam-
ter microdisk system „at 801 nm resonance mode…
�cr � relative complex permittivity

ournal of Heat Transfer
� � wavelength
� � permeability
� � electric charge density
� � electrical conductivity

 � photon lifetime
� � angular frequency

	� � resonance linewidth

Subscripts
0 � in vacuum or at central position
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Nanostructuring Borosilicate
Glass With Near-Field Enhanced
Energy Using a Femtosecond
Laser Pulse
A model based on the evolution of electron density derived from the Fokker-Planck
equation has been built to describe ablation of dielectrics during femtosecond laser
pulses. The model is verified against an experimental investigation of borosilicate glass
with a 200 fs laser pulse centered at 780 nm wavelength in a range of laser energies. The
ablation mechanisms in dielectrics include multi-photon ionization (MPI) and avalanche
ionization. MPI dominates the ionization process during the first stages of the laser pulse,
contributing seed electrons which supply avalanche ionization. The avalanche process
initiates and becomes responsible for the majority of free-electron generation. The over-
all material removal is shown to be highly dependent upon the optical response of the
dielectric as plasma is formed. The ablation model is employed to predict the response of
borosilicate glass to an enhanced electromagnetic field due to the presence of micro-
spheres on the substrate surface. It is shown that the diffraction limit can be broken,
creating nanoscale surface modification. An experimental study accompanies the model,
with AFM and SEM characterizations that are consistent with the predicted surface
modifications. �DOI: 10.1115/1.2360595�

Keywords: femtosecond ablation, microsphere irradiation, surface modification, near
field effects
ntroduction
In the field of optoelectronics and micro-electronics fused

uartz and related silicate glasses are very important materials due
o their high transmission properties in the UV to IR range, excel-
ent thermal properties, good electrical insulation and high chemi-
al stability �1�. Also, borosilicate glass has an excellent anodic
onding property and surface integrity which makes it the usual
ubstrate for micro-electro mechanical systems �MEMS�. There-
ore, in order to build a communication interface, micro/nano-
oles free of micro-cracks, with good edge and surface quality as
ell as high aspect ratios need to be formed on the glass substrate.
sing traditional micro-machining process for a micro-hole with a
iameter below 200 �m is difficult because of the extreme hard-
ess, brittleness, corrosion resistance, and melting temperature of
lass. Also the conventional thermal and/or chemical machining
ethods create an excessive heat-affected zone. Mechanical ma-

hining methods also have limitations in productivity and accu-
acy �2�. Hence, to solve this problem various machining methods
ave been proposed like the combination of micro electrical-
ischarge machining and micro ultrasonic vibration machining
3�, micro-abrasive jet machining �AJM� �2�, laser-induced
lasma-assisted ablation �LIPAA� �4�, direct laser write laser pro-
ess using short pulses �5�, combination of nanoindenter and hy-
rofluoric acid wet etching �6�, and hologram encoding system
ith femtosecond laser pulses �7�, etc. Due to the various working
echanisms of these methods, the results produced are distinct.
owever, high-quality holes in nanoscale were not obtained using

hese techniques.
Laser induced ablation has several advantages over the conven-

ional mechanical and/or chemical machining; it is a single-step

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 24, 2006; final manuscript re-

eived May 26, 2006. Review conducted by M. Pinar Menguc.

ournal of Heat Transfer Copyright © 20
process with very high flexibility, noncontact process, direct pat-
terning without the photoresist process, good material removal
rate and does not require any etchants. Femtosecond regime offers
advantages over the nanosecond regime, by depositing energy into
a material in a very short time period, before any thermal diffu-
sion can occur. In this paper we demonstrate a technique wherein,
the optical near-field effect is utilized to overcome the diffraction
limit to nano-pattern hard-to-machine borosilicate glass using a
femtosecond laser. In the first part of the paper we discuss the
theoretical background for the study with numerical results. The
following part will describe the experimental study where a good
agreement between the theoretical and experimental results can be
seen.

Theoretical Development
The essentially nonthermal process of femtosecond laser abla-

tion makes it very attractive as a machining tool due to the clean
features and negligible heat-affected zone. As a nonthermal pro-
cess, standard heat transfer models must be discarded in favor of
ideas that describe the complex photon energy absorption as well
as the mechanisms that transport the energy between the elec-
tronic system and lattice system. Several studies have provided
empirical data that make a theoretical investigation of ultrafast
ablation of dielectrics possible �8–13�.

Due to the wide energy gap between the valence and conduc-
tion bands of dielectrics, the conduction band is occupied by low
electron densities within a large range of electron temperatures.
Energy will not be transported by phonons through the dielectric
material during a sub-picosecond laser pulse because the free
electron thermal relaxation times are generally larger than the
pulse duration, leaving lattice temperatures essentially unchanged.
For these reasons, the popular two-temperature model �14,15�
used for femtosecond laser heating of metals is invalid for dielec-
tric materials or any possessing a sufficiently wide bandgap. To

model laser heating in fused silica and borosilicate glass, a rela-

JANUARY 2007, Vol. 129 / 5307 by ASME
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ion derived by Stuart et al. �9� is used, describing the evolution of
ree electron density in a dielectric medium exposed to intense
aser radiation

dne�r,z,t�
dt

= aiI�r,z,t�ne�r,z,t� + �N�I�r,z,t��N �1�

here I is the spatial and temporally dependent intensity of the
aser pulse, ne is the electron density, ai is the avalanche ionization
oefficient, and �N is the cross-section of N-photon absorption.

The first term on the right-hand side �rhs� of Eq. �1� denotes the
ontribution to free electron generation due to avalanche ioniza-
ion, a nonlinear process where a single charged particle initiates
he ionization of others around it. The “seed” ions needed for the
valanche process to progress are formed by multi-photon ioniza-
ion �MPI� quantified along with impact ionization in the second
erm of Eq. �1�. MPI dominates the production of ions �and hence
onduction band “free” electrons� in the first stages of a fs laser
ulse �8�. After several fs, the avalanche process dominates, which
eads to a drastic change in the optical properties of the material
nd is instrumental in the final surface modification.

Lenzner et al. �8� have experimentally determined the coeffi-
ients for fused silica: ai=4±0.6 cm2/J, �N=6�108±0.9

m−3 ps−1�cm2/TW�6 with N=6, and barium aluminum borosili-
ate �BBS�: ai=1.2±0.4 cm2/J, �N=7�1017±0.5 cm−3 ps−1�cm2/

TW�3 with N=3. A model has been proposed by Jiang and Tsai
9,10� based on Eq. �1� which has given ablation depths and crater
hapes in good agreement with experiments. The model used for
he present calculations draws heavily from that of �10� with ex-
eptions to be noted during the discussion. The laser intensity
ithin the material is described by

I�r,z,t� =
2 · Fpeak

��/ln 2 · tp

�1 − R�r,t��

· exp�−
2 · r2

r0
2 − �4 ln 2�

t2

tp
2 −�

0

z

��r,z,t�dz� �2�

here tp is the laser pulse duration, r0 is the radius of the irradi-
ted area, and � is the absorption coefficient of the material.
quation �2� provides for a Gaussian distribution of energy with
pace and time. The peak laser fluence, Fpeak, is given by

Fpeak =
2 · Epulse

� · r0
2 �3�

here Epulse is the total pulse energy.
The reflectivity of the material, R, is calculated as the maxi-
um of the inherent, or “steady-state” reflectivity of the glass and

he reflectivity of the plasma: R�r , t�=max�Rss ,Rp�. Both values
ome from the complex refractive index of the material according
o the Fresnel expression

Rp�r,t� =
�n − 1�2 + k2

�n + 1�2 + k2 �4�

here n and k are the real and imaginary components of the
efractive index, respectively. In the absence of plasma, the real
efractive index for BBS of n=1.47 gives Rss=0.0362. As the
lectron density evolves, the indices are calculated from the com-
lex dielectric function of the material, �=�r+ i�i by the relations

n =��r + ��r
2 + �i

2

2
�5�

k =�− �r + ��r
2 + �i

2

2
�6�

he dielectric function of the plasma is calculated from Drude

odel �11�
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�r = 	1 −
�p

2�ne��2

1 + �2�2
 �7�

�i = 	 �p
2�ne��

��1 + �2�2�

 �8�

where the laser frequency, �=2�c /	 with c as the speed of light
in a vacuum and 	 the laser wavelength. �p is the plasma fre-
quency given by

�p�ne� =�ne�r,z,t�e2

me�0
�9�

and � is the free electron relaxation time. The constant e is the
electron charge, me is the electron mass, and �0 is the permittivity
of free space.

The absorption coefficient in Eq. �2� has components due to
free electron heating as well as ionization, given by

��r,z,t� = �H�r,z,t� + aine�r,z,t�U �10�

Absorption due to free electron heating, �H is

�H =
4�k

	
�11�

while U is the bandgap of the material. For fused silica, U
�9 eV. For BBS, U�4 eV.

From �9�, it is assumed that at the critical electron density, the
plasma frequency is equal to the laser frequency. If a point in the
material reaches the critical density, ncr, a discrete amount of ma-
terial is ablated

ncr =
4�2c2me�0

	2e2 �12�

From Eqs. �4�–�9�, it is evident that the reflectivity of the ma-
terial is dependent on two variables, the electron relaxation time,
�, and the electron density. Jiang and Tsai proposed a variable
calculation of the relaxation time based on quantum treatment of
the electron specific heat and electron temperature �16–18�. An
investigation was conducted on the dependence of both relaxation
time and electron density in R. It was found that the surface re-
flectivity varies greatly with electron density, a consequence of
plasma generation, which has strong reflection and absorption
properties. In contrast, reflectivity was essentially constant
throughout a wide range of free electron relaxation time �, varying
significantly only when � fell below 10 fs.

Metals with very large conduction band densities can exhibit
relaxation times on the order of 1–10 fs �19�, however, a dielec-
tric with minimal conduction band density would expect to show
much larger periods between electron/ion collisions. A relaxation
time of the semiconductor silicon has been measured at 
200 fs
for moderate carrier densities �20�. Therefore, due to the order of
magnitude increase in computational expense for a variable � cal-
culation, and the weak dependency on ablated volume, a constant
relaxation time of 100 fs was used. The potential loss in accuracy
due to the constant value of � would not be removed even with a
fully quantum calculation, which requires ionization state ener-
gies. These energies are unknown in a multi-element material with
constantly changing internal energy, requiring an approximation
regardless.

The numerical procedure involves calculating an electron den-
sity and intensity at each spatial point using the most recently
updated reflectivity and absorption coefficient. Equations �4�–�11�
are performed, and the density and intensity are updated. The
cycle repeats until the densities and intensities have converged,
completing the time step. Time step independence was achieved

with values of �t=0.01 fs for a 100 fs pulse.
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heoretical Results
An experimental investigation of femtosecond ablation of boro-

ilicate glass was conducted by Ben-Yakar and Byer �13� which
ffers excellent characterizations by which to verify the theoreti-
al model. A quantitative evaluation of single shot ablated craters
sing three laser fluences with pulses of 	=780 nm and tp
200 fs was carried out using an atomic force microscope. Fig-
res 1 and 2 plot the experimental cross sections of the circular
raters against the crater shapes predicted from the dielectric ab-
ation model.

Figures 1 and 2 show a lip of material surrounding the experi-
ental crater above the zero level of the substrate. This is as-

umed to be caused by a thermal after-effect of the excited elec-
rons, which would heat the lattice and provoke both phonon and
lectron heat transfer after the pulse. If the lattice temperature is
aised above the melting temperature of the material, a flow of
olten glass would be subject to the local forces. The ablation
odel does not take into account fluid dynamics that may be the

ause of the lip structure.
A notable result of the model is the successful prediction of a

at-bottom crater. Conventional thermal energy transport predicts
hapes conforming to the Gaussian laser distribution, which result
n round-bowl craters. Note the difference of scale in Figs. 1 and
; depth in nanometers, radial position in micrometers.

The single shot ablation threshold of the borosilicate glass, or
he minimum fluence at which material is removed, was found to
e 2.6 J /cm2 in air and 4.1 J /cm2 in vacuum �13�. The dielectric
blation model, which does not consider the effect of a surround-
ng medium, predicts an ablation threshold of 3.6 J /cm2.

The overall material removal during the pulse is highly depen-
ent upon the optical response of the system. During the first few
emtoseconds, multi-photon ablation dominates within the glass.
he avalanche ablation effect increases nonlinearly as it becomes

Fig. 1 Single shot ablated crater, Epulse=13.8 �J
Fig. 2 Single shot ablated crater, Epulse=18.8 �J

ournal of Heat Transfer
the dominant free-electron generation mechanism until the critical
density is reached. At this point, plasma is formed at the surface as
material is ejected. Figures 3 and 4 show how the surface reflec-
tivity and absorption coefficient of the borosilicate glass trans-
forms as the critical density is reached at approximately 50 fs. In
the first stage of the pulse when the borosilicate is still transparent
glass, the reflectivity retains its “standard” low value and the ab-
sorption coefficient is virtually zero. Near 50 fs, both values in-
crease dramatically. The reflectivity levels to a nearly constant
value where almost all energy is reflected, while the absorption of
energy making it through the surface steadily increases as the
plasma mass increases. Similar behavior was reported for fused
silica �17�.

Near-Field Enhanced Laser Ablation
The presence of a dielectric sphere on a sbstrate surface can

enhance the electromagnetic field near the sphere boundary sub-
stantially �21,22�. An earlier paper reports on a method of quan-
tifying the enhancement to provide an energy input for the abla-
tion model using Mie’s theory �22�. In this work, the finite-

Fig. 3 Surface reflectivity at r=0 during 200 fs pulse
Fig. 4 Absorption coefficient at r=0, z=0 during 200 fs pulse
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ifference time-domain �FDTD� is employed in an in-house code
o obtain the enhanced energy profile. The FDTD method is a
idely popular technique of solving Maxwell’s linear isotropic

quations in complex environments where analytical solutions
ould be extremely difficult or impossible. While Mie’s theory
rovides an exact solution for scattering of light from a sphere, the
resence of the substrate and subsequent reflections add a level of
omplexity that is more easily tackled using FDTD. The Yee cell
odeling geometry defines the mesh �23�. The incident radiation

ignal is generated using the total field/scattered field formulation
24�, and the convolutional perfectly matched layer �CPML� ab-
orbing boundary condition is employed at the boundary �25�. The
etails of the FDTD algorithm are covered in depth elsewhere
26,27� and, therefore, will not be addressed in this paper. The
ode was verified successfully against the analytical solution for a
adiating dipole.

After initializing the property grids consistent with a vacuum,
he sphere and substrate is placed in the environment by modify-
ng the permittivity and permeability appropriately. The values
sed in this effort are �=0.0005 S/m and �=3.9*�0, where the
ermittivity of free space, �0=8.8541878�10−12 F/m.

Figure 5 presents a surface plot of the 3D FDTD simulation
esults predicting an enhanced energy profile “seen” by the glass
ubstrate beneath a 1.76 �m diameter sphere irradiated by a 	
800 nm, tp=100 fs laser pulse. The plotting range is a 2.5 �m
2.5 �m square beneath the sphere.
Figure 5 indicates a peak level of enhancement of roughly

wenty times the incident laser energy. The peak enhancement
heoretically lowers the threshold for identifiable damage to
00–300 mJ/cm2. The central dip in enhancement is due to the
resence of the substrate, ostensibly because of reflection and in-
erference effects. Without the Pyrex substrate, simulations predict

continuous, single “hump” with a slightly lower peak level of
nhancement. Other researchers have presented results with simi-
ar central dips in near-field enhancement �15�. Figure 5 also pre-
icts an asymmetrical angular energy distribution, a consequence
f polarization. An ideal ablation simulation would be three-
imensional to account for the ovular enhanced energy profile,
owever the nondiffusive ablation mechanisms contained in the
odel dictate lateral independence of energy transport. Therefore,

everal 2D calculations can take the place of a single 3D calcula-
ion to determine the damage profile.

With the enhanced energy input, Eq. �2� becomes modified as

ig. 5 Near-field enhanced laser intensity, �=800 nm, r
880 nm
ollows:
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I�r,z,t� =
2 · Fpeak

��/ln 2 · tp

IFDTD�r��1 − R�r,t��

· exp�− �4 ln 2�
t2

tp
2 −�

0

z

��r,z,t�dz� �13�

where the additional IFDTD�r� term refers to the normalized level
of enhancement relative to the incident plane wave prior to inter-
action with the sphere. The radial decay in the exponential argu-
ment is removed, as the spatial profile is accounted for in the
FDTD results. Several pulses at a range of fluences were modeled
with the enhanced laser input employed in Eq. �13�. Figure 6
presents the damage profile predicted for a fluence of
950 mJ/cm2. The oval-shaped crater has axes of length �350 and
�700 nm, with a maximum depth of �400 nm. The profile is in
decent quantitative agreement with the experimental results to be
presented, and qualitatively captures the ovular effect of polariza-
tion. A series of simulations conducted for the case of
330 mJ/cm2 predicts crater dimensions of 160�380 nm
�200 nm depth. A predicted threshold fluence of 240 mJ/cm2

was calculated, which matches neatly with both the theoretical
adjustment discussed above as well as experimental results to be
presented.

It is clear from Fig. 6 that the energy required to damage the
glass substrate has been significantly reduced due to the presence
of the sphere. A notable distinction between the damage profiles
occurs with the enhanced energy, enabling depth to width ratios
greater than unity to be achieved. The minimum obtainable di-
mensions predicted are also much smaller than those obtained
with identical spheres using nanosecond laser pulses �15�. Laser
enhancement due to the presence of the spheres breaks the optical
diffraction limit, allowing optical machining at the submicrometer
level. In this computational work, the diffraction limit has been
undercut by an entire order of magnitude.

Experimental Study
Experiments have been conducted corresponding to the model-

ling parameters. Figure 7 shows the schematic of the experimental
setup for the study. A borosilicate glass wafer sample is used as
the substrate and monodisperse silica �SiO2� spherical particles
with a diameter of 1.76 �m were used. These silica particles are
transparent to the near infrared light �800 nm wavelength of the
laser used�. The particle suspension was diluted with de-ionized

Fig. 6 Predicted ablation craters from near-field enhanced la-
ser energy at three fluences
water �DI� water and deposited on the glass substrate using a
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ispenser. The sample was then stored at room temperature over a
eriod of few hours for all the water solvent to evaporate. A
itanium-doped sapphire �Ti:Sapphire�, solid state laser with pulse
t full width half maximum �FWHM� around 100 femtosecond
fs� and wavelength around 800 nm is used as the light source.
he polarization of this fs laser pulse is linear and horizontal to

he surface of the substrate. As shown in Fig. 7�b�, a fs laser is
rradiated at a zero angle of incidence onto the monolayer of silica

ig. 7 Schematic of „a… experimental setup, „b… irradiation of
he silica spheres on borosilicate glass substrate

ig. 8 SEM image of the monolayer of silica spheres with a
iameter of 1.76 �m

Fig. 9 SEM micrograph of the featur
microspheres with a single laser p
=100 fs… having laser fluence of „a…

2
765 mJ/cm

ournal of Heat Transfer
spheres deposited on the glass substrate. Different laser fluences
were used to study the laser energy dependence of the nanostruc-
tures formed on the glass substrate. The laser energies used in the
experiments varied from approximately 200 mJ/cm2 to 1 J /cm2.
Zhou et al. �28� have recently used fs pulses to create sub-
diffraction limit modifications, though at much higher laser ener-
gies. The energy of the incident laser is varied by changing the
delay time between the two pockel cells during the amplification
using a synchronization and delay generator �SDG�. Due to dif-
ferent delay times, the laser beam has to be compressed accord-
ingly to maintain a constant pulse width and this is done by mov-
ing the compressor optics while monitoring the output laser beam
pulse width with a single shot auto-correlator �SSA� and an oscil-
loscope. The glass substrate after laser nanostructuring was char-
acterized by using a scanning electron microscope �SEM: Hitachi
S4500� and the depths were measured by using an atomic force
microscope �AFM: Nanoscope D3100�. Figure 8 shows the SEM
image of the monolayer of the silica spheres deposited on the
borosilicate glass. To obtain good SEM images and in order to
reduce the charging effects of the glass substrate a very thin layer
of metal is deposited on the substrate.

Figure 9 shows the SEM image of the nanostructures formed on
the borosilicate glass by using the optical near-field enhancement
for different laser fluences and one pulse irradiation. The nano-
structures formed seem to be elliptical in shape as predicted in
Fig. 6. This is due to the laser polarization, which plays an impor-
tant role in optical enhancement and hole formation on glass sub-
strate. Also it was found that most of the silica particles are re-
moved from the substrate surface. These particles are removed
from the surface mainly due to the deformation force and/or the
high ablative force exceeding the particle-surface adhesion force
�29�. Figure 9 shows that as the laser fluence decreases the nano-
structures formed did not change in shape, unlike in some studies
where sombrero-shape nanodents are formed at high laser fluences
and bowl-shape nanodents are formed at low laser fluences
�21,30�. Also, from Fig. 9 it can be seen that for the incident laser
fluences of 330, 550, and 765 mJ/cm2 the diameter of the holes
along the major axis are approximately 250, 300, and 350 nm,

formed on the glass substrate using
irradiation „�=800 nm and FWHM

0 mJ/cm2, „b… 550 mJ/cm2, and „c…
es
ulse

33
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espectively. Hence, the diameter of the nanostructures formed on
he borosilicate glass increases with the laser fluence. Figure 10
hows the 3D AFM scanning profile of the nanostructure formed
n the borosilicate glass and it can be seen that the structures
ormed have depths that are elliptical in shape which is in agree-
ent with the SEM images �Fig. 9�. Also the shapes of the nano-

tructures formed on the glass substrate remains the same for dif-
erent laser fluences as seen earlier in Fig. 9.

Figure 11 shows the cross-sectional �or 2D� AFM profile of the
anostructures along their major axis and it can be seen clearly
hat for laser fluences of 230, 550, and 950 mJ/cm2 the depth of
he structures formed are approximately 180, 250, and 290 nm,
espectively. These measured AFM cross-sectional profiles are in
ood agreement with the predicted profiles for similar incident
aser energies, as shown in Fig. 6. From 2D AFM profiles we can
bserve that the bottom of the features along the major axis is
attened. The features can be explained by the above theoretical
odel predictions �Fig. 6� and also within the context of Mie’s

heory, which dictates strong forward scattering �31�. In general,
he substrate modifications would be expected at the contact point
ue to the normal incidence of the laser pulse �32�. These nano-
tructures would then be driven by the intensity distribution in the
urface plane.

ig. 10 AFM profiles of the features formed on the glass sub-
trate using microspheres with a single laser pulse irradiation
�=800 nm and FWHM=100 fs… having laser fluence of „a…
30 mJ/cm2 and „b… 405 mJ/cm2

Fig. 11 AFM cross-section profiles of the feat
spheres with a single laser pulse irradiation

2 2
ence of „a… 230 mJ/cm , „b… 550 mJ/cm , and „c…

8 / Vol. 129, JANUARY 2007
Conclusion
In summary, a model has been built using the Fokker-Planck

equation to describe the ablation mechanism of dielectrics during
femtosecond laser pulses. The ablation model is then employed to
predict the response of borosilicate glass to an enhanced near-field
electromagnetic intensity due to the presence of microspheres on
the substrate surface. An experimental study has been performed
to observe the nanostructures created on the surface for lower
energy fluences. The features formed on the surface have diam-
eters and depths in the order of 300 and 250 nm, depending on the
incident laser intensity. The experimentally observed nanostruc-
tures is in good agreement with the theoretical predictions of sur-
face modifications. Therefore, it is shown that the surface features
can be created below the diffraction limit and at the nanoscale in
a massively parallel fashion. Applications of this unique process
include nanostructuring optical materials, bio-polymers, and bio-
logical materials.
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Nomenclature
� � total absorption coefficient

�H � abs. coeff. due to free electron heating
�N � cross-section of N-photon absorption
�r � real component of dielectric function
�i � imag. component of dielectric function
�0 � permittivity of free space
� � free electron relaxation time
� � laser frequency
ai � avalanche ionization coefficient
c � speed of light

s formed on the glass substrate using micro-
800 nm and FWHM=100 fs… having laser flu-

2

ure
„�=
950 mJ/cm
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e � electron charge
Fpeak � peak laser fluence

me � electron mass
ne � free electron density
R � reflectivity

Rp � plasma reflectivity
Rss � inherent reflectivity

tp � laser pulse duration
U � bandgap
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Surface Plasmon Scattering by
Gold Nanoparticles and
Two-Dimensional Agglomerates
There has long been an interest in nanosized metallic particles for numerous novel
applications, from the productions of colored glass in medieval times to the molecular-
level sensors of today. These particles are known to display considerably different, and
size-dependent, optical properties than those of their bulk counterparts. Yet it is very
difficult to determine the size and structure of these particles in situ, such as monitoring
the actual self-assembly process, because of their small size. In this paper, we present a
methodology to predict the patterns of nanosized particles and agglomerates subjected to
surface plasmon waves. For this characterization, the scattering patterns of different
types of particles and agglomerates on or near the surface are needed. A combination of
the T-matrix method, image theory, and a double interaction model are considered. The
incident and scattered fields are expanded by employing spherical harmonic functions.
The surface effects are incorporated using the Fresnel equations, in the incident-field
expansion coefficients, and by including particle-surface interaction fields. The premise
of the method is that the T-matrix is independent of incident and scattered fields and
hence can be used effectively for cases involving incident surface waves. By obtaining the
T-matrix for clusters or agglomerates of metallic particles, the scattering matrix elements
(M11, M12, M33, and M34) of agglomerated structures on the surface are calculated using
an additional T-matrix operation. The effect of size, shape, and orientation of gold nano-
sized particles on their scattering patterns are explored both in the visible spectrum and
at resonance wavelengths. The results show that the normalized scattering matrix ele-
ments at certain observation angles and incident wavelengths provide significant infor-
mation to monitor the structural change of gold nanosized particles on a gold
substrate. �DOI: 10.1115/1.2401199�

Keywords: surface plasmon, scattering, scattering matrix, agglomerates, self assembly
ntroduction
Scattering from small particles has been of significant interest

n many areas of engineering and applied sciences because of their
mpact on the effective and apparent properties of media they are
mbedded in, as well as for diagnosis of their size, shape, and
tructures. Understanding the scattering behavior of small �from
icrometer down to nanometer size� particles is crucial for many

pplications, including atmospheric research on dust particles, as-
ronomical studies on interstellar dust and radiation, optical diag-
ostics for industrial aerosol processes, combustion research, and
etection of soot particles and precursors, as well as self-assembly
f nanosized �1–100 nm� particles �1�.

More than a century ago, the scattering of electromagnetic
aves by a perfect sphere was studied by Lorenz, and later inde-
endently by Mie, to explain the effect of metallic spherical par-
icles on the color of glass. The so-called Lorenz-Mie theory is an
nalytical solution of the Maxwell equations for this idealized
eometry, and allows the computation of the scattering patterns
or homogeneous spheres. Several extensions and generalizations
f the method are available to treat inhomogeneous, spherically
ymmetric and axially symmetric nonspherical particles �2,3�.
here are also several methods available for nonspherical and
lusters of noninteracting particles, all of which are based on solv-
ng the Maxwell equations either analytically or numerically
4–12�.

Of all the methods available to analyze scattering, the T-Matrix
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eived July 27, 2006. Review conducted by Walter W. Yuen.
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Method �TMM� has the advantage of being highly accurate and
applicable to different kinds of particles �2,3�. The TMM was
originally developed by Waterman �4� and since then has under-
gone several generalizations and modifications to be applicable to
arbitrary clusters of nonspherical particles �5� and nonspherical
chiral scatterers �6�. These methods are based on expanding the
incident and scattered fields in terms of vector spherical harmon-
ics. The expansion coefficients of the scattered field are then re-
lated to the coefficients of the incident field through a T-matrix,
whose elements depend only on the shape, size parameter, refrac-
tive index, and orientation of the scattering particle. The expan-
sion coefficients are independent of the incident and scattered
fields. Knowing the incident-field expansion coefficients and the
T-matrix allows for the calculation of the scattering properties for
any configuration, though the T-matrix can become quite compli-
cated for clusters of particles with no axial symmetry.

The problem of dependent scattering for a cluster of spheres
have been investigated by many researchers, including Bruning
and Lo �7�, Tsang and Kang �8�, Varadan et al. �9�, Borghese et al.
�10�, Mackowski �11�, and Mackowski and Mischenko �12�, to
name a few. The methods developed for this make use of addition
theorems for vector spherical harmonics, and all have been used
for particles isolated in a medium and illuminated by a plane
electromagnetic �EM� wave. Potentially, these numerical models
can be modified to study the characterization of particles on or
near a substrate, which requires modeling the EM-wave interac-
tion with both the surface and the particles. This problem has
interesting applications in characterizing microstructures on flat
substrates �13� and development of surface scanners �14�.

Several methods, such as the extinction theorem, image theory,

modified double interaction model, and ray tracing, have been

007 by ASME Transactions of the ASME
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roposed to calculate scattering properties from particles on sub-
trates �15,16�. However, much of the effort has been limited to
haracterizing single particles of sizes comparable to that of the
ncident radiation. Characterization of particles that are much
maller than the wavelength of incident radiation cannot be
chieved using the above methods because they assume direct
ncidence of a planar wave on a particle. These methods deal with
articles on the same side as the incident EM field; whereas the
ocus in the most interesting practical applications is on particles
n the opposite surface of the interface. For such cases, it is pos-
ible to characterize them by methods that employ evanescent
aves/surface plasmons incident on the particle. This character-

zation has been done for single particles on metallic substrates
sing a combination of the T-matrix method and image theory that
ncludes interaction fields. The formulation for this case is pre-
ented in �17�, and a detailed parametric study for a single nano-
ize particle on a gold film is outlined in �18�.

This paper describes results from a methodology significantly
ore involved than those of the previous studies. The focus here

s to characterize clusters or agglomerates of metallic particles on
hin substrates, which is accomplished by using a combination of
he T-matrix method and image theory. The method consists of
alculating, using the appropriate Fresnel coefficients, the
ncident-field expansion coefficients after the incident field
raverses through a thin metallic film. An outline of the general
ormulation of the problem is given below, combined with a dis-
ussion of how the governing equations are converted to working
quations, and the details of the formulation for obtaining the
xpansion coefficients. By making use of the T-matrix of the par-
icle system �calculated independently�, the scattering properties
f the system of particles are obtained. After that, a series of
esults are presented for different shaped structures comprised of
anoparticles. Based on these profiles, several suggestions are
ade about the potential use of these data for characterization of

uch structures from experiments.

ormulation of the Problem
The geometry of the model considered in this study is shown in

ig. 1. It is assumed that an electromagnetic wave is incident on a
anosized particle or agglomerate on or above a surface. The EM
ave scattered by this configuration will be due to both the par-

icle and the surface. The total scattered field then can be written
s Es=Es2+Es,int, where Ei,int and Es,int are the electrical fields
ue to the particle-surface interactions. The incident and the scat-
ered electric fields are expanded using vector spherical harmon-
cs. When the particle-surface interaction is not considered, i.e.,
hen Ei,int and Es,int are negligible, the scattering coefficients are
btained directly from the incident-field expansion coefficients by
aking use of a response matrix called the B-matrix �17�, the

ig. 1 The schematic of the scattering from a group of par-
icles on „h=0… or near „h>0… a thin film. d is the distance be-
ween the surface of the film and the center point of the ag-
lomerated structure.
lements of which relate the scattered field expansion coefficients

ournal of Heat Transfer
to the incident field. The B-matrix is indeed a T-matrix whose
elements are reduced to the Lorenz Mie coefficients for the case
of a single homogenous sphere �18�. This formulation is identical
to the T-matrix formulation presented by Mackowski �11,12�.

Here, we propose a new hybrid method to use a T-matrix ob-
tained independently for a group of particles or particle system,
and include the particle-surface interaction fields to obtain the
scattering matrix for the configuration shown in Fig. 1. Note that
while the model is based on the formulation given in �17,18�, here
we are modeling the scattering by agglomerated particles on or
near the surface, which has not been done previously.

The concept of this hybrid method is presented in Fig. 2. The
physical system consists of a thin metallic film �Medium 1� on a
quartz layer �Medium 0�, and the particles are assumed to be
layered on it in Medium 2 �in our case, air�. A laser beam is
incident from below, at an angle ��inc� to the quartz-gold inter-
face. The laser beam yields surface plasmons/evanescent waves at
the interface, and some of the energy is tunneled into the medium
above the film �Medium 2�. Though the system is three dimen-
sional, the scattering matrix elements we present are obtained in a
plane �2D� at an azimuthal angle of 0 deg, as shown in Fig. 1. The
observation angle is the polar angle measured with respect to the
horizontal axis �X-axis� parallel to the surface, in the anticlock-
wise direction.

This field incident to the particle-laden medium �M-2� above
the thin film �M-1� is expressed as

Einc
2 = �

n=0

�

�
m=−n

n

anm
�1�Mnm,2

�1� + anm
�2�Nnm,2

�1� �1�

where the coefficients Mnm,2
�1� and Nnm,2

�1� are the vector spherical
harmonics composed with spherical Bessel functions of the first
kind �18,19� and anm

�1� and anm
�2� are the incident-field expansion

coefficients. The incident-field expansion coefficients in M-2 were
presented in �17�. The scattered fields in M-2 are given by

Esca
2 = �

n=0

�

�
m=−n

n

bnm
�1�Mnm,2

�3� + bnm
�2�Nnm,2

�3� �2�

Using Maxwell’s equations and the appropriate boundary condi-
tions, the relation between the incident and the scattered fields can
be obtained in the spherical coordinate system as

�ETM

ETE
�

sca

=
eik�r−z�

− ikr
�S2 S3

S4 S4
��ETM

ETE
�

inc

�3�

ETM and ETE are the parallel �TM� and transverse �TE� compo-
nents of the electric field, respectively. Subscript “inc” denotes the
incident component of the field and “sca” for the scattered electric
field. “k” is the wave vector for the wave and “r” is the distance

Fig. 2 Schematic for the hybrid method used
between the scatterer and the observation plane. The scattered and
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ncident fields are related by a simple matrix called the amplitude
cattering matrix due to the linearity of Maxwell’s equations. The
lements Si �i=1,2 ,3 ,4� are the elements of the scattering ampli-
ude matrix that are dependent on the scattering angle and the
zimuthal angle.

The coefficients Mnm,2
�3� and Nnm,2

�3� in Eqs. �1� and �2� are ex-
anded using the spherical Hankel functions of the first kind. The
cattering coefficients can be calculated using

bnm
p = �

n�,m�

Bnmp
�n�,m�,1�an�m�

�1� + Bnmp
�n�,m�,2�an�m�

�2� �4�

or the case when the particles are much smaller than the incident
avelength �i.e., when the particle-surface interaction fields are

egligible�. Here, Bnmp
�n�,m�,q� are the B-matrix elements, which re-

uce to the Lorenz-Mie coefficients for the case of a homoge-
eous sphere.

We use the T-matrix elements calculated by Mackowski �11,12�
or different spherical particles or corresponding agglomerates,
nd substitute them for the T-matrix elements shown above. In
rinciple, this approach is solid, as T-matrix formulation gives the
lectromagnetic wave external to the particle �or cluster�. The
-matrix method applied to a cluster of spheres is very similar,
ith the scattered field in this case given by �12�

Esca
2 = �

n=0

�

�
m=−n

n

�
p=1

2

�
i=1

Ns

bnmp
i hmnp�ri� �5�

here Ns is the number of spheres in an agglomerate. The index p
tands for the modes of scattered field; i.e., p=1 for TM mode and
=2 for TE mode. h stands for outgoing vector spherical har-
onic function. The superscript i denotes the ith sphere in the

luster. bnmp
i are the scattering coefficients for the ith sphere de-

ned at the sphere origin, i.e., the scattered field for a single
phere is given by

Esca,i
2 = �

n=0

�

�
m=−n

n

bnm
iTEhmn�ri� + bnm

iTMhmn�ri� �6�

he scattered-field expansion coefficients for the ith sphere are
elated to the incident-field expansion coefficients by the T-matrix

bnmp
i = �

j=1

Ns

�
n=0

�

�
m=−n

n

Tmnpkl1
ij akl

jTM + Tmnpkl2
ij akl

jTE �7�

he sphere-centered Tij matrix is converted to the cluster-centered
-matrix �based upon a single origin of the cluster�. The transfor-
ation is given by

Tnl = �
i=1

Ns

�
j=1

Ns

�
n�=1

No,i

�
l�=1

No,i

Jnn�
0i Tn�l�

ij Jl�l
j0 �8�

atrices J0i and Jj0 are formed from the addition coefficients
ased on the spherical Bessel function. The subscripts n and l �and
heir primes� stand for order, degree, and mode. The scattering
oefficients for the entire cluster origin are given from the cluster
-matrix as

bmn
TM = �

l=1

No

�
k=−l

l

Tmn1kl1akl
TM + Tmn1kl2akl

TE �9�

bmn
TE = �

l=1

No

�
k=−l

l

Tmn2kl1akl
TM + Tmn2kl2akl

TE �10�

he coefficients akl and bmn are the incident-field expansion coef-
cients and scattering coefficients defined at the cluster origin.
ince the T-matrix is independent of incident and scattered fields,

t can be used to calculate any scattering coefficients provided the

ncident-field expansion coefficients are known.

2 / Vol. 129, JANUARY 2007
We can obtain the scattering coefficients for the case of a thin
film using the cluster T-matrix and the a-coefficients obtained for
our case. Neglecting the particle-surface interactions, we have

bmn
�1�TM = �

l=1

No

�
k=−l

l

Tmn2kl1akl
�2�TM + Tmn2kl2akl

�1�TM �11�

bmn
�1�TE = �

l=1

No

�
k=−l

l

Tmn2kl1akl
�2�TE + Tmn2kl2akl

�1�TE �12�

bmn
�2�TM = �

l=1

No

�
k=−l

l

Tmn1kl1akl
�2�TM + Tmn1kl2akl

�1�TM �13�

bmn
�2�TE = �

l=1

No

�
k=−l

l

Tmn1kl1akl
�2�TE + Tmn1kl2akl

�1�TE �14�

The same T-matrix elements and incident expansion coeffi-
cients can be used to calculate the scattering coefficients by in-
cluding the particle-surface interaction. Once the scattering coef-
ficients are obtained, the rest of the scattering amplitudes can be
calculated. The method and the equations are presented in �17�;
following that formulation, the interaction fields between the sur-
face and the particle are obtained as

Eint
2 = �

n=0

�

�
m=−n

n

cnm
�1�Mnm,2

�1� + cnm
�2�Nnm,2

�1� �15�

The interaction fields cnm
�j� are found by assuming that the fields

scattered by the particle system reflecting off interface 0-1 are
negligible; i.e., considering only the fields reflecting off interface
1-2 and by assuming the interaction field is approximately equal
to the mirror image of the scattered fields multiplied by the
Fresnel reflection coefficient at normal incidence. They are given
as

cnm
�1� = �

n�=�m�

�

R2,1�0��− 1�n�+m�bn�m
�2� Bn

�n�,m� − bn�m
�1� An

�n�,m�� �16�

cnm
�2� = �

n�=�m�

�

R2,1�0��− 1�n�+m�bn�m
�2� An

�n�,m� − bn�m
�1� Bn

�n�,m�� �17�

The coefficients An
�n�,m�, Bn

�n�,m� are vector translational coeffi-
cients. In the medium above the interface, the incident field is the
sum of the incident fields �Eq. �1�� and the interaction fields �Eq.
�15��. The scattering coefficients �b-coefficients� are calculated
taking into account the interaction fields. Hence, Eq. �4� becomes

bnm
�p� = �

n�,m�

Bnmp
�n�,m�,1�	an�,m�

�1� + �
q=�m��

�

R2,1�0��− 1�q+m��bqm�
�2� Bn�

�q,m��

− bqm�
�1� An�

�q,m���
 + Bnmp
�n�,m�,2�	an�,m�

�2� + �
q=�m��

�

R2,1�0�

��− 1�q+m��bqm�
�2� An�

�q,m�� − bqm�
�1� Bn�

�q,m���
 �18�

Using the relationship between the normalized associated Leg-
endre polynomials, the relationships between the incident-field ex-
pansion coefficients can be derived.

By substituting the B-matrix in Eq. �18� with the T-matrix cal-
culated from Eq. �8� and using the following relations for scat-

tered field coefficients involving surface interactions
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bnm
�1�TE = �

n�,m�

Tnm2n�m�2	an�m�
�1�TE + �

q=�m��

�

R2,1�0�

��− 1�q+m��bqm�
�2�TEBn�

�q,m�� − bqm�
�1�TEAn�

�q,m���

+ Tnm2n�m�1	an�m�

�2�TE + �
q=�m��

�

R2,1�0��− 1�q+m��bqm�
�2�TEAn�

�q,m��

− bqm�
�1�TEBn�

�q,m���
 �19�

bnm
�2�TE = �

n�,m�

Tnm1n�m�2	an�m�
�1�TE + �

q=�m��

�

R2,1�0�

��− 1�q+m��bqm�
�2�TEBn�

�q,m�� − bqm�
�1�TEAn�

�q,m���

+ Tnm1n�m�1	an�m�

�2�TE + �
q=�m��

�

R2,1�0��− 1�q+m��bqm�
�2�TEAn�

�q,m��

− bqm�
�1�TEBn�

�q,m���
 �20�

he scattering coefficients and hence the Mij can be calculated.
he coefficients in �19� and �20� correspond only to the TE mode;

he TM mode expressions are obtained in a similar fashion. As
een from these equations, the b-coefficients can be written in a

Fig. 3 Spectral variation of gold refractive index

ig. 4 Spectral variation of critical angle at quartz-gold inter-

ace „n-quart=1.75…

ournal of Heat Transfer
matrix formulation that can be inverted �using a combination of
LU decomposition and Gaussian inversion� to obtain the b�1� and
b�2� coefficients. The number of terms required to calculate the
b-coefficients depends on the particle size parameter. Spherical
Hankel functions and Bessel functions are obtained using the rou-
tines developed earlier by Videen; the details of the computational
formulation are presented in �17�. The T-matrix is independently
obtained using the routines developed by Mackowski �11�, whose
programs calculate a sphere-centered T-matrix first through a ma-
trix inversion method, which is followed by a contraction of this
matrix into a cluster-centered T-matrix. Following these, we can
obtain a relationship between the scattering coefficients and scat-
tering matrix elements similar to those given in �19�. Here, only
the theoretical framework is presented; details regarding the com-
putational schemes and the formulation for T-matrix, B-matrix,
and other functions used in the formulation are already available
in the previous work �11,12,16–20�; therefore, they are not re-
peated here.

The addition theorem for spherical harmonics is used to trans-
late the scattered fields in one coordinate system into the interac-
tion fields centered at another coordinate system. In our case, the
spherical Hankel functions are translated and expanded in terms
of spherical Bessel functions. It is commonly stated that the ex-
pansion is valid in the region r�d, where d is the distance be-
tween the two coordinate systems. This is to avoid the pole at the
origin about which the Hankel functions are expanded. In some of
our simulations, the r�d restriction is not upheld. However, this
approximation is justified as the expansion is never used near the
poles, which are located on the opposite side of the interface, and
the arguments of the interaction fields are always ��.

Results and Discussion
The theoretical formulation presented in the previous section

was implemented in a FORTRAN code. The original single-particle
code was extended for multiple particles on the surface. The
T-matrix for a cluster of spheres was obtained using the code by
Mackowski �12�. In the present code, the cross-polarization terms
are added to obtain accurate Mij parameters. Below, we present
the scattering profiles for the four Mij parameters that are a nor-
malized version of the four elements of the scattering matrix de-

Fig. 5 Particle shape configurations and orientations
considered
fined as
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M11 = S11

M12 = S12/S11

M33 = S33/S11

M34 = S34/S11 �20a�
he term “scattering profiles” refers to the scattering profiles for

he four Mij parameters described by Eqs. �20�. The scattering
rofiles presented in this paper are generated for every observa-

Fig. 6 10 nm diameter particle configurati
„top… and on a quartz substrate „bottom…
ion angle between 0 and 180 deg; however, they are presented for

4 / Vol. 129, JANUARY 2007
only a few data points for the sake of clarity. The details of the
scattering matrix and scattering matrix elements �Mij� are given in
our previous publications �17�, and will not be repeated here. Note
that Sij-elements are related to amplitude scattering matrix ele-
ments, Si �see Eq. �3�� via

S11 =
1

2
��S1�2 + �S2�2 + �S3�2 + �S4�2� �21�

S12 =
1

��S2�2 − �S1�2 + �S4�2 − �S3�2� �22�

„shown in Model I-a… on a gold substrate
ons
2
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S33 = Re�S1S2
* + S3S4

*� �23�

S34 = Im�S2S1
* + S4S3

*� �24�
The present code was first evaluated against the standard results

rom the Lorenz-Mie formulation for a single homogenous spheri-
al particle case; the agreement was found to be excellent �see
21� for details�. Evaluation of the code for other particle shapes
nd structures was not possible due to the lack of benchmark
esults. However, convergence tests were conducted for different
hapes, and the results were found to be consistent in all different
cenarios considered. The computational time required for most
ases was in the order of a few seconds. The memory require-
ents depended on the number of particles, the refractive index of

he particles and the thin-film properties. For particle numbers less

Fig. 7 Scattering profiles for particle configurat
diameter of 10 nm

ig. 8 M11 profile for particle configurations shown in Models

-b, II, and III-a, for a particle diameter of 20 nm

ournal of Heat Transfer
than 15, the code was fully functional on a 512 MB RAM per-
sonal computer. The memory requirements increased, as expected,
when the number of particles was increased.

The main objective of the present research is to develop a pre-
dictive capability for experiments, where the effects of size and
structures of gold nanosized particles within a surface-plasmon
field on the scattering matrix elements can be quantified. Gold is
one of the most widely used nano-size particles because of its
desirable chemical and optical properties �22�. For that reason,
simulations were carried out for gold particles. The refractive in-
dex of gold as a function of wavelength is shown in Fig. 3 �23�.
For wavelengths greater than 480 nm, the absorption of gold in-
creases rapidly. However, the real part of its refractive index de-
creases from 1.5 to 1.0.

We carried out a series of numerical experiments corresponding
to different structures of gold nanoparticles. For diagnosis of such
particles in actual experiments, different wavelength of light
sources can be used. However, different wavelengths of a laser
beam would have total internal reflection �TIR� at different angles.
To explore the effect of the wavelength, the critical angle at the
quartz-gold interface is determined as a function of the incident
laser wavelength, which is depicted in Fig. 4. Based on these
calculations, an incident angle of 70 deg at the quartz-gold inter-
face was found to yield TIR at all wavelengths; for the sake of
consistency we considered a fixed incident angle of 70 deg to
ensure that total internal reflection at the interface is satisfied for
all wavelengths. For the x-y plots, an incident wavelength of
515 nm was used, and for these cases an incident angle of
23.3 deg �at the interface� was assumed.

Scattering profiles were obtained for five different agglomerates
shown in Fig. 5. These structures are a subset of many possible
agglomerate structures that can be formed by nanoparticles on a
substrate. Model I-b represents the single particle case, Model I-a
has single monomers dispersed above the surface. Model II indi-

s shown in Models I-b, II, and III-a, for a particle
ion
cates two particles separated from each other by distances equal to
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Fig. 9 Scattering profiles for particle configuration shown in Model II, for a particle diameter of

20 nm
Fig. 10 Scattering profiles for particle configurations shown in Models IV-a and IV-b, for a particle

diameter of 20 nm
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ntegral multiples �n� of the particle diameter, which in this case is
0 nm. Models III-a and III-b are generated to observe the effects
f orientation of particles. Models IV and V are to study the
ffects of triangle- and square-shaped particle configurations.
odel V-N2 represents four spherical particles arranged in the

orm of a 2�2 square, Model V-N3, a 3�3 square consisting of
ine spherical particles, and so on.

A series of results were obtained for a single gold particle at
arying distances from the surface to explore the effect of
article-surface interaction. The effect of the surface is clearly
bserved in these cases when the gold film is absent. As seen from
igs. 6, there is a considerable difference between the results cor-
esponding to two cases: �a� when the particles are on the surface
r �b� when they are away �100 nm� from the surface; both the
rofile and amplitude of the Mij parameters are sensitive to
article-surface separation. When the particle is placed at a dis-
ance of 100 nm from the surface, there is a decrease in the mag-
itude of M11 values. This decrease is owing to the decay of the
urface wave from the surface. The M11 values follow a similar
rofile and vary in amplitude; however, the other Mij elements
how different profiles when the separation distance is altered.
hese differences are important and can be used for characteriza-

ion purposes.
The average value depicted in Fig. 6 corresponds to an average

f 10-nm particles placed at uniform separation distances of
0 nm each from the surface �Model I-a�. It is clear that locations
f particles near the film in the evanescent field affect the profiles
f M11, M12, M33, and M34. Figures 6 also show the effect of
ubstrate materials on scattering matrix elements. The choice of
ubstrate has significant effect on all four Mij parameters. The
ross-polarization elements are not included in calculating the Mij
rofiles as they are zero for this case of a single spherical particle.

Additional calculations were carried out by including a thin
old substrate and with particles touching or close to each other.
ross-polarization terms were included in these calculations to

Fig. 11 Scattering profiles for particle configura
20 nm
btain accurate Mij values. The centroid of the particle structure

ournal of Heat Transfer
was used to calculate the distance of the structure from the sur-
face. The results presented below were obtained for 10-, 20-, or
50-nm-diameter gold particles illuminated at an incident angle of
23.3 deg and at an incident wave length of 515 nm. Figure 7
presents comparisons of all the Mij profiles for three particle con-
figurations shown in models I-b, II, and III-a for a particle diam-
eter of 10 nm. Except for M11, the other Mij profiles do not show
any significant change. Hence only the M11 values are presented
for a particle diameter of 20 nm in Fig. 8. The M11 profile is
similar for a 50 nm particle diameter �not presented� with an in-
crease of magnitude by about 100 times. These results show that
the M11 values, though following a similar profile, vary greatly in
amplitude for the cases considered. In general, they are more sen-
sitive to the particle diameter than to the number of particles. For
the angle of incidence considered here, M11 profile reach a peak at
about 40 deg observation angle. It is, hence, possible to distin-
guish the size and structure of the particles from the experimental
results by examining the amplitude of M11 at this angle.

Figure 9 depicts the scattering profiles for the particle configu-
ration shown in Model II. Variation of the profiles though similar,
is distinguishable for particle separations that are equal to the
integer multiples of particle diameter �in this case, 20 nm�. For
agglomerates that have larger numbers of monomers, it is possible
that the other Mij values also vary greatly. We observe this for the
triangle- and square-shaped configurations shown in Figs. 10 and
11, respectively. For triangle-shaped configurations, it is noted
that a ten-particle triangle �Model IV-b� scatters about ten times
higher intensity compared to a linear chain of ten particles and
nearly 100 times more than a single particle. This configuration is
observed to selectively scatter significantly at specific directions.

From Fig. 11, we observe that the increase in magnitude of M11
parameter, for configurations in Model V, is not large even though
the number of particles increases to 25 �for Model-VN5� from 4
�for Model-VN2�. This is not the case for particle configurations

ns shown in Model V, for a particle diameter of
tio
in Model IV, where there is an exponential increase in M11 values
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6

hen the number of particles increases from six to ten. A triangu-
ar configuration of particles seems to provide for higher scatter-
ng intensities.

In order to show the wavelength dependency of the profiles,
dditional results are presented as contour plots for different
avelengths; the variation of the Mij parameters with wavelength

or two different orientations �Model III-a and Model III-b� are
epicted in Figs. 12–15. It is observed that the variation in results
s most obvious in the red-wavelength region. We also observe a
hange of directionality for M12, M33, and M34 parameters for
avelengths greater than 600 nm. A gradual change can be ob-

erved between 500 and 600 nm. The scattering profiles are sig-
ificantly different for 50 nm diameter particles, whereas they ap-
ear similar for 10-nm- and 20-nm-diameter particles. The
ontour plots for the two cases �Model III-a and III-b� are also
ifferent, providing information about the orientation of the struc-
ure. It can be seen that configurations in Model III-b have a
trong second peak in the 150–170 deg range for the M11 param-
ter, with the magnitude also being an order high when compared
o the configurations in Model III-a�. Also note the change in signs
f M12, M33, and M34 parameters for Model III-b predictions
hen the wavelength is longer than 550 nm.
The Mij profiles obtained at a single wavelength may not be

ufficient to obtain the structure information. The scattering re-
ponse of 2D agglomerated structures requires calculation of Mij

ig. 12 M11 profiles for 20-nm-diameter particles placed on the
urface for arrangements shown in Model III-a „a… and III-b „b…
t different wavelengths as well. Because sensitivity on Mij pro-

8 / Vol. 129, JANUARY 2007
files, due to the structure, varies with the wavelength of the inci-
dent light, and depends on the optical properties of both the sur-
face and the particles, only bidirectional M11 profiles as a function
wavelength is sensitive to size and shape. Therefore, M12, M33,
and M34 parameters need to be considered simultaneously to ob-
tain information about the structure of an agglomerate on the sur-
face of a substrate. For example M33 at 120 deg �shown in Fig.
11� is very sensitive to the size of square agglomerates and can
effectively be used for diagnostic purposes.

Conclusions
In this paper, we introduce a new hybrid methodology to ex-

plore the angular profiles of the scattering matrix elements of
nano-sized particles and agglomerates on or near a metallic sur-
face. The concept is a novel one wherein the T-matrix method is
coupled with a transformation to include the effects of the surface.
The theoretical framework is outlined and results are obtained for
several different particle sizes and structures. The results show
that characterization of gold nanosized particles on or near the
surface is possible by using a combination of Mueller matrix el-
ement at certain wavelengths and certain observation angles. Us-
ing these windows of sensitivity of the Mij elements, the size and
structure of nanosized particles can be obtained. The accuracy of
present results is limited with the summation assumption made

Fig. 13 M12 profiles for 20-nm-diameter particles on the sur-
face for arrangements shown in Model III-a „a… and III-b „b…
F

when B-matrix is calculated and the approximation on the surface
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nteraction fields. This approach can be used effectively if the
hickness of the film is greater than the location and size of the
anosized structures. In the future, the extension of this method to
larger group of agglomerates and three-dimensional structures
ill be considered, and the results will be reported in separate

tudies.
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Modeling the Radiative
Properties of Microscale Random
Roughness Surfaces
The radiative properties of engineering surfaces with microscale surface texture or to-
pography (patterned or random roughness and coating or multi-layer) are of fundamen-
tal and practical importance. In the rapid thermal processing or arc/flash-assisted heat-
ing of silicon wafers, the control of thermal energy deposition through radiation and the
surface temperature measurement using optical pyrometry require in-depth knowledge of
the surface radiative properties. These properties are temperature, wavelength, doping
level, and surface topography dependent. It is important that these properties can be
modeled and predicted with high accuracy to meet very stringent temperature control and
monitor requirements. This study solves the Maxwell equations that describe the electro-
magnetic wave reflection from the one-dimensional random roughness surfaces. The sur-
face height conforms to the normal distribution, i.e., a Gaussian probability density
function distribution. The numerical algorithm of Maxwell equations’ solution is based on
the well-developed finite difference time domain (FDTD) scheme and near-to-far-field
transformation. Various computational modeling issues that affect the accuracy of the
predicted properties are quantified and discussed. The model produces the bi-directional
reflectivity and is in good agreement with the ray tracing and integral equation solutions.
The predicted properties of a perfectly electric conductor and silicon surfaces are com-
pared and discussed. �DOI: 10.1115/1.2401200�
ntroduction
Electromagnetic �EM� wave scattering is an active, interdisci-

linary area of research with myriad practical applications in
elds ranging from atomic physics, energy conversion, and medi-
al imaging to geosciences and remote sensing. In particular, the
ubject of wave scattering by random rough surfaces presents
reat theoretical challenges due to the large degrees of freedom in
hese systems and the need to include multiple scattering effects
ccurately. In the past three decades, considerable theoretical
rogress has been made in elucidating and understanding the scat-
ering processes involved in such problems. Rapid advances in
omputer modeling have opened new approaches, for example,
nite difference, finite element, and Monte Carlo simulations, in

he numerical analysis of random media scattering. Numerical
imulations allow us to solve the Maxwell equations exactly with-
ut the limitations of analytical approximations, whose regimes of
alidity are often difficult to assess �1�.

The radiative properties of engineering surfaces with various
urface topography �patterned or random roughness and coating�
re of fundamental and practical importance. The properties are
idely used in many diverse disciplines, for example, thermal

ystems design �2�, remote sensing, computer graphics, composite
aterials, photonic devices, optical thin films, lasers, optical to-
ography, x-ray lithography, and semiconductor manufacturing

3�. In this study, the problem of interest is scattering of the inci-
ent wave with wavelengths in the ultraviolet to infrared range
rom surfaces with micron or submicron sized textures, i.e., the
ength scale is on the order of an incident electromagnetic source’s
avelength.
Direct measurement of the surface property under well-defined

onditions will be ideal. However, the measurement becomes in-
reasingly difficult when the detected �or reflected� angle is close

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 9, 2006; final manuscript re-

eived May 17, 2006. Review conducted by Zhuomin M. Zhang.

ournal of Heat Transfer Copyright © 20
to the incident angle, high temperature sample measurement is
performed, or partial coherence effects are important �4�. It is also
not easy to produce well-defined, microscale, random roughness
surfaces �5�. Reliable models for predicting and understanding the
surface radiative properties are thus essential. There are various
means to predict the surface radiative properties, among which the
bi-directional reflectivity or bi-directional reflection distribution
function �BRDF� is of particular interest in this study �6�. A com-
monly used modeling technique is ray tracing �7,8�. The method
considers the multiple reflections at the surface as well as the
shadowing effects. At each reflection, a Fresnel reflection from a
local, optically smooth surface is assumed. In the case of thin film
coating on the surface, a wave optics reflection �9� was used to
account for the reflected wave interference. However, the latter
approach is conceptually inconsistent with ray tracing �a geomet-
ric optics treatment�. Such a hybrid method was examined in a
recent work �10� by comparing with a rigorous EM solution. It is
determined that the hybrid method is applicable for a wide range
of one-dimensional �1D� rough surfaces.

This study uses a numerical scheme to solve the Maxwell’s EM
equations and examines the wave interference effects on the sur-
face reflectivity without the simplifications assumed in the ray
tracing and other methods. The solution scheme is the finite dif-
ference time domain �FDTD� method �11�.

The FDTD method is well known and has been widely used
over the last two decades. It has been traditionally used in EM
wave scattering and radar cross section study �12,13�. This
method is particularly suitable to determine the surface reflectivity
of the microscale surface roughness at various incident wave-
lengths and roughnesses. The method is conceptually simple and
systematic and can integrate with other physical processes, e.g.,
heat transfer, readily. The time stepping scheme is explicit but can
be improved with implicit time stepping to go beyond the
Courant-Friedrichs-Lewy �CFL� limit �14�. Some of the schemes
frequently used in computational fluid dynamics and heat transfer,
for example, the alternating-direction implicit �ADI� method, can
be incorporated into FDTD to use various time step sizes. The

finite volume approach can also replace the finite difference

JANUARY 2007, Vol. 129 / 7107 by ASME
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cheme to handle irregular geometries �15�. In this paper, a con-
entional FDTD scheme with perfectly matching layer �PML�
oundary was used �16�.

The surfaces used in this study were one-dimensional, i.e., the
urface height ��� is a function of one spatial coordinate �= f�x�.
he surfaces under consideration have 1D random roughness
tructure. A random roughness can be described by a height dis-
ribution function, f�x�, and a height correlation function. Both
unctions are assumed to be Gaussian in this study. Two-
imensional surfaces with �= f�x ,y� will be considered in a
ollow-up work. This is another advantage of the FDTD
ethod—it can be readily extended to higher dimensional geom-

try. Since the FDTD scheme is based on the rectangular mesh,
he surface slopes are represented by jagged edges of the dis-
retized rectangular volume elements. The element size needs to
e less than the incident wavelength. Therefore the mesh size
ffect on the solution accuracy has to be examined. The simula-
ion time step size also needs to be controlled according to the
FL criterion, which is necessary for the explicit scheme. The

otal number of time steps also depends on the surface size used in
he simulation and its effect will be discussed as well. Several
ther factors that impact modeling accuracy were also considered.
inally, the FDTD solutions are compared with the ray tracing
olutions and the integral solutions of EM wave scattering. The
redicted properties of a perfectly electric conductor and silicon
urfaces were compared and discussed. The reflection characteris-
ics from gold surfaces with random roughness will be considered
n a follow-up paper. The gold surfaces have particularly interest-
ng phenomena, e.g., surface plasmon, and there exist highly ac-
urate experimental data for comparison with predictions.

heoretical Development

One-Dimensional Random Roughness Surface. In this study,
he random roughness surface is considered to be homogeneous
nd isotropic �1�. A statistically homogeneous surface means the
istribution of heights is equally possible at any position within
he surface. An isotropic surface is that the correlation function of
urface heights is independent of the direction between two cor-
esponding surface points’ locations. A real wafer backside surface
ay not be isotropic, as shown in Lee et al. �17�. If the surface

eight � conforms to a normal �Gaussian� distribution, it follows a
robability density distribution shown as the following:

f��� =
1

��2�
e−�2/2�2

�1�

here � is the standard deviation. In this distribution, the mean
alue of � is equal to 0 and � is the rms roughness of a surface.
arge � value corresponds to large roughness. There are several
ther functions besides the normal distribution function that can
escribe the characteristics of surface roughness �18�. It is noted
hat Eq. �1� does not contain the correlation distance, but in a real
urface the height at any position in the rough surface is correlated
ith the heights of the adjacent points. The correlation distance

ould be described by the correlation function B�T�, which has the
ollowing definition

B�T� = lim
L→�

1

2L�
−L

L

��x���x + T�dx �2�

is the distance between the two points. In some literature, e.g.,
sang et al. �1�, T is expressed as a position vector. The normal-

zed form of B�T� could be written as

C�T� =
B�T� − ���2

D���
=

��1�2�
��1

2�
�3�

here D���= ��2� is the variance �19� and the C value is between

and 1. It follows that, for a purely random surface,

2 / Vol. 129, JANUARY 2007
limT→0 C�T�=1; for two independent points, limT→� C�T�=0.
The correlation distance � is defined in such a way that C���
=e−1.

To generate a random surface, a specific form of the correlation
function has to be used. Commonly used function forms are the
Gaussian, exponential, etc. �1,18,19�. The Gaussian correlation
function given below was used in this study

C�T� = e−T2/�2
�4�

If the surface topographic or height data are available, the C�T�
function can be evaluated from the data. Furthermore, due to the
surface anisotropy, the actual correlation function may depend on
the direction of T �position vector� or azimuthal angle as shown in
�10�.

Finite Difference Time Domain Method. The direct numerical
simulation of electromagnetic wave propagation can be carried
out with the finite difference time domain method solution of the
Maxwell equations. The rigorous solution allows one to under-
stand the scattering process and compare with the experimental
measurements with a few assumptions typically used in the ana-
lytical models. The equations take the following form for a linear
isotropic material:

�
�E

�t
= � � H − �E − Js �5�

	
�H

�t
= − � � E − �*H − Ms �6�

where E and H represent the electric and magnetic fields, respec-
tively; Js and Ms are the electrical and magnetic field sources; and
�, 	, �, and �* are the permittivity, permeability, electrical con-
ductivity, and magnetic conductivity or equivalent magnetic loss
of the material, respectively. In the current problem, Js and Ms are
zero. To demonstrate the application of Maxwell equations in the
surface roughness geometry, a two-dimensional formulation is
discussed below. Extension to three-dimensional geometry, e.g.,
patterned wafer, is straightforward. The 2D structure is assumed
to be extended infinitely in the z direction so that all physical
parameters and electromagnetic field are functions of x and y co-
ordinates only. Maxwell equations can be decomposed into two
independent sets of equations, the transverse electric �TE� polar-
ization and the transverse magnetic �TM� polarization. By replac-
ing the electric and magnetic fields with their vector components,
the 2D TE set of equations is:

�
�Ez

�t
=

�Hy

�x
−

�Hx

�y
− �Ez �7a�

	
�Hx

�t
= −

�Ez

�y
− �*Hx �7b�

	
�Hy

�t
=

�Ez

�x
− �*Hy �7c�

The 2D TM set of equations is similarly obtained for Hz, Ex, and
Ey. In fact, the TM set is the dual form of the TE set. Therefore,
solution to either set of equations will take the same mathematical
form. The above equations are coupled, linear, first order partial
differential equations. An equivalent form is two uncoupled, sec-
ond order Helmholtz equations, i.e., wave equations, for both
fields �6�.

Equations �7a�–�7c� are expressed in the finite difference time
domain equations based on the mesh shown in Fig. 1 �11,20�. The
FDTD solution procedure of Eq. �7� is straightforward. However,
several issues with FDTD need to be considered: �a� special treat-
ment of the boundary condition is required to avoid mixing the
reflected wave from the artificial computational domain boundary

with the forward and backward �or reflected� propagation waves.

Transactions of the ASME



A
“
�
a
g
s
w
�
a
e

�
t
e
a
n
a
a
b
s
a
p
t
e

F
F

J

t the appropriate boundary surfaces, it is necessary to add the
perfectly matched layer” �PML� as the boundary condition
14,21�; �b� FDTD is not convenient to handle curved geometry;
nd �c� to avoid a checkerboard pattern in the solution, the stag-
ered grid is used �20,22�, i.e., E and H components are not
olved at the same node points �Fig. 1�. An alternative scheme
ill be the high order upwind scheme with finite volume mesh

13,23�. This can handle arbitrary geometry and avoid dispersion
nd diffusion errors usually associated with the hyperbolic wave
quations �14�.

For a two-dimensional geometry, the FDTD form of TE set, Eq.
7�, can be written for the mid-plane in Fig. 1, i.e., the x-y plane
hat contains Ez, Hx, and Hy. The finite difference form of the TM
quation set can be written for the top or bottom plane. The details
re readily available in the original paper by Yee �20� or in any
umerical electromagnetics text �11,24,25�. Therefore, the details
re not repeated here and only the essential difference equations
re given below. As shown in Fig 1, E and H are spatially shifted
y 1/2 space increment, and the calculation of them is temporally
hifted by 1/2 time increment, so that all unknown variables at
ny time step can be calculated based on the variables at the
revious half-and full-time step status. With the second-order cen-
ral difference scheme, Maxwell equations of Eq. �7� in 2D can be
xpressed as:

Ez
n�i, j� =

� − �
t/2

� + �
t/2
Ez

n−1�i, j�

+

t

� + �
t/2
	 1


x
�Hy

n−1/2�i + 1/2, j� − Hy
n−1/2�i − 1/2, j��

−
1


y
�Hx

n−1/2�i, j + 1/2� − Hx
n−1/2�i, j − 1/2��
 �8a�

Hx
n+1/2�i, j + 1/2� =

	 − �*
t/2

	 + �*
t/2
Hx

n−1/2�i, j + 1/2�

−

t

�	 + �*
t/2�
y
�Ez

n�i, j + 1� − Ez
n�i, j��

ig. 1 Discretization and field vector components used in
DTD analysis
�8b�
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Hy
n+1/2�i + 1/2, j� =

	 − �*
t/2

	 + �*
t/2
Hy

n−1/2�i + 1/2, j�

+

t

�	 + �*
t/2�
x
�Ez

n�i + 1, j� − Ez
n�i, j��

�8c�
where the superscript of the field components stands for time step
and the subscript represents the spatial node location. Note that in
Eq. �8�, � and �* are set to zero for dielectric and nonmagnetic
materials. According to Yee’s notation, a spatial point in a Carte-
sian coordinate is written as �i , j ,k�= �i
x , j
y ,k
z� as shown in
Fig. 1. Here, 
x, 
y, and 
z are the lattice space increments in the
x, y, and z coordinate directions, and i, j, k are integers.

If the interface of different materials is parallel to one of coor-
dinate axes, e.g., Eq. �7� applies to reflection from an interface
plane parallel to the z axis in Fig. 1, continuity of tangential E and
H is naturally maintained; the algorithm itself is divergence-free
in the absence of electric and magnetic charge; the time-stepping
algorithm is nondissipative, which means EM wave propagating
within the mesh will not decay due to the algorithm itself. All
these make Yee’s algorithm a robust method in solving EM field
issues.

Figure 2 illustrates the geometry and computational zone in the
FDTD solution of the random rough surface scattering problem.
The computational zone is divided into scattering field �SF� and
total field �TF� by a virtual plane, at which a plane incident wave
into the TF region is initiated at t=0 as the radiation source. In the
SF, the E and H components in calculation belong only to the
scattered wave, but in the TF region, they include contribution
from both the scattered wave and incident wave. The whole region
is surrounded by two PMLs �top and bottom� and two periodic
boundary conditions on the left and right sides.

The FDTD method calculates the transient electromagnetic
fields throughout the computational domain under the excitation
of a monochromatic harmonic field. The results of interest in this
study are the radiative properties. These are associated with the
electromagnetic fields through the intensity. The intensity of the
harmonic wave is defined as a mean value of the Poynting vector
and its magnitude is expressed as

S�x,y� = I�x,y�d� =
1

T*�
0

T*

�E � H�dt �9�

where T*=2� /� is the time period of the wave. The reflectivity is
defined as a ratio of the reflected and incident intensities and the
transmissivity is defined as a ratio of the transmitted and incident
intensities. For the TE polarization, the reflectivity Re is calculated

Fig. 2 The computation zones and boundary conditions used
in the EM wave reflection calculation from a random roughness
surface
at the far field �see below on the near field to far field transforma-
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ion� above the rough surface and has the following form:

Re =

�
0

T*

�E � H�dt

�
0

T*

�Ein � Hin�dt

�10�

here the incident electric and magnetic fields Ein and Hin are
nput and E and H are obtained from the FDTD solution and far
eld transformation. For an unpolarized wave, its reflectivity is

aken to be an arithmetic average of the reflectivities from TE and
M polarizations, that is,

R = 0.5�Re + Rm� �11�

here Rm is the TM mode polarization reflectivity. Other proper-
ies can be found similarly or using the energy balance relation.
he relations given above are wavelength dependent. It is straight-

orward to obtain wavelength-integrated or total property.

Near Field to Far Field Transformation. The E and H com-
onents obtained from the FDTD solution are near field quantities.
hese need to be transformed to far field values to be related to

he observable, macro-scale properties, e.g., Eq. �10�. Taflove and
agness �11� gave detailed derivation based on Green’s theorem.
he electromagnetic field at any location and any time is obtained

rom the FDTD scheme, which is composed of waves in different
irections at various mesh points. Such results cannot be easily
escribed by the Poynting vector. Thus, the near-to-far-field
NTFF� transformation is needed. The transformation is based on
he harmonic property of EM wave equations, with which Green’s
heorem is applied. The NTFF transformation yields the far-field
M results from near-field values on a selected virtual contour in

he SF region. The contour encloses the random roughness
urface.

To apply NTFF transformation, the scalar values of the EM
eld need to be converted into complex form by Fourier transfor-
ation. The complex value contains both the amplitude and phase

nformation. Assume V is the complex form �E or H�, and v�t� is
ts time-dependent scalar value, i.e., �V�cos��t+�=v�t�, where �
s the angular velocity and  is the phase. Thus, the Fourier trans-

Fig. 3 „a… Virtual integral contour Ca used in NTFF transfo
the transformation.
orm of v�t�:
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�
t

t+T

v�t�ei�tdt =�
t

t+T

�V�cos��t + �ei�tdt

= �V���
t

t+T

cos��t + �cos��t�dt

+ i�
t

t+T

cos��t + �sin��t�dt
= �V�

1

2
cos��T − i�V�

1

2
sin��T �12�

where T is the period, and �V� and  can be easily calculated using

this equation with the given v�t�. With the complex form of Ĕ

= �V�ei�t the far field Ĕz can be calculated by

lim
k�r̄−r�̄�→�

Ěz�r�� =
e−ikr

�r

ei��/4�

�8�k
�
Ca

��	0ẑ� · �n̂a� � Ȟ�r�� ��

+ kẑ� � �n̂
�
a � Ě�r�� �� · r̂�eikr̂r�� dC��r�� � �13�

where ẑ� is a unit vector in the z direction, and n̂a� is a unit vector
normal to the integral contour Ca, r̄� is position vector on C�, r̂ is
unit vector pointing to the far field position, and r� is the far field
position vector. Ca is an arbitrary shape curve and, in this case,
can be assigned a rectangle that encloses the scattered field. Fig-
ure 3�a� shows a portion of a closed integration path Ca. Below is
a simple test to verify the accuracy of near-to-far-field transforma-
tion of planar waves.

Let �=60°, �=1 	m, amplitude of Ez=1000 V/m, and the far
field integration use angular resolution of 1 deg �interval between
two neighboring angles in Fig. 3�a��. Three virtual surface lengths
of 10, 50, and 100 	m were used in the path integral of Eq. �13�.
The results are plotted in Fig. 3�b�. The results show that a small
surface patch �10 	m� of planar wave generates a very distinctive
Fraunhofer diffraction pattern. Initially, angular resolution of
1 deg was used for 50 and 100 	m surface integrations but was
soon found to be insufficient. The diffraction pattern was totally
missing in the larger surfaces. This is consistent with the observa-
tion of the optical diffraction—the diffraction is much less signifi-
cant from larger light sources. Thus, the 0.1 deg resolution was
used for larger surfaces. Then, the diffraction pattern appeared and
the size of the pattern was enlarged as expected for the Fraunhofer

ation. „b… Diffraction patterns at the far field position after
rm
diffraction �Fig. 3�b��.
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esults and Discussion
The computations were carried out on a 2.2 GHz AMD Opteron

48 processor Linux server. The run time depends on the surface
ize. A calculation using 60 surfaces with each surface length
qual to 50� took about 10 h for 10,000 time steps. Several test
ases were considered to examine various parameters relevant to
he problem: mesh size, number of time steps for steady state
esults, resolution of surface geometry, and the numerical disper-
ion. In the end, BRDFs, of four random roughness perfectly elec-
ric conductive surfaces with various degrees of roughness are
ompared with those obtained by ray tracing and integral equation
olutions of Maxwell’s equations �26�. The BRDF of silicon sur-
ace is also given. The effect of large incident angle is discussed.

Numerical Dispersion. As in other numerical methods for
olving wave equations, numerical dispersion needs to be consid-
red when the finite difference approximation is applied in solving
axwell equations. The apparent characteristics of numerical dis-

ersion are �1� the phase velocity of a numerical wave differs
rom the physical propagating wave, and the amount of difference
aries with wavelength, direction of propagation, and discretiza-
ion; �2� nonphysical results, for example, a pseudo-reflection on
he underside of a perfectly reflective surface; and �3� imprecise
uperstition of multiple scattered waves, etc. The numerical phase
elocity propagating in vacuum along grid axes and that along
rid diagonals can be derived as �11�:

ṽaxial = �c	N� sin−1�1

S
sin��S

N�
�
−1

�14a�

ṽdiagonal = �c	N�
�2 sin−1� 1

S�2
sin��S

N�
�
−1

�14b�

here N�=� / �n
��, S=c
t / �n
��, 
� is grid interval, 
t is the
ime step, and n is the medium’s refractive index. S is the well-
nown CFL criterion �14�. From the above relations, the numeri-
al phase velocity approaches to physical light speed when N�

�, which means infinitely small mesh size. Furthermore, to
aintain the stability of the FDTD algorithm, S�1 is required for

D calculations. Similarly, S�2 �1 for 2D and S�3 �1 for 3D
alculations are needed.

When the interference phenomenon is strong, the numerical
ispersion may impact the final results significantly, especially
hen the wave goes through a long distance without dissipation.
o test the effect of numerical dispersion in the current code, the
pplication of the FDTD to determine the reflectivity of a single
ayer silicon thin film is illustrated. The film is placed in vacuum,
ith thickness d=10 	m and refractive index n=3.426 �nonab-

orbing�. Since periodic boundary conditions are applied on both
ides �Fig. 3�, the calculation result is independent of the film
ength. The incident radiation source is normal to the thin film
urface and in TE mode. The incident wavelength in vacuum is
=1.0 	m. According to the Fresnel equation, the theoretical re-
ectivity is R=0.7098. Three different cases are examined: �a�
x=
y=1/20 	m, �b� 
x=
y=1/50 	m, and �c� 
x=
y
1/70 	m. The step time is chosen according to 
t

�n��c /
x�2+ �c /
y�2�−1, which will ensure meeting the CFL re-
uirement. The calculated reflectivity is shown in Table 1.

None of these cases produced the correct reflectivity R. The

Table 1 FDTD computed reflectivity of a thin film

Case N� S ṽaxis /c R

�a� 5.8377 0.06024 0.9472 0.61
�b� 14.5943 0.06024 0.9922 0.080
�c� 20.4320 0.06024 0.9960 0.482
ase �a� R value has only two decimal place precision due to the

ournal of Heat Transfer
large mesh size. To verify if the errors were caused by the erro-
neous phases, one can modify these cases by replacing the thick-
ness of thin film with d�=d / �ṽaxial /c�. This equation shows that
the error is proportional to the thickness of the thin film �or, more
precisely, the EM wave travel path length� and phase velocity
error. Thus, for case �a� with modified film thickness of d�
=10.557 	m, the theoretical thin film wave optics �4� equation
yields R=0.6507; for �b� d�=10.079 	m, R=0.0825; and for �c�
d�=10.040 	m, R=0.4715. This clearly suggests the need to cor-
rect the phase error when it is significant.

In the current problem, the phase error is not likely to be an
issue when the coherence of reflected waves is very weak due to
the random roughness. If the rms roughness is not very large in
comparison with the incident wavelength and there is a certain
degree of partial coherence, then the dispersion may become im-
portant. In general, if the coherence effect is relatively strong and
the light beam path length is sufficiently large to cause spatial
coherence, the dispersion error should be considered. For ex-
ample, the wafer front side, which has periodic surface structure
roughness and is nonabsorbing under the low temperature situa-
tion, is the case when phase error can be important. Although the
current code does not correct the phase velocity induced disper-
sion error, it is determined that the effect on the random roughness
surface calculation is minimal with reduced mesh size and is ac-
ceptable for the current problem. More discussion of mesh size
effect on the solution accuracy is given below.

Mesh Size. The mesh size has the primary effect on the solu-
tion accuracy of the spatial central difference scheme. It also af-
fects the magnitude of the dispersion error discussed above. Table
2 shows the computed result of the reflection from a flat surface
using different mesh size. The conditions used for the calculation
are given in Fig. 4. The incident light wavelength is 0.628 	m and
the medium is a perfectly electric conductor �PEC�. It is clear that
the FDTD scheme slowly converges to exact value with smaller
mesh size. The results indicate there is not much a small mesh can
do to improve the solution accuracy beyond � /80. To reduce the
error without resorting to very small mesh size, the dispersion
error mitigation methods should be used. To further demonstrate

Table 2 Effect of mesh size „�x=�y… on the solution accuracy

Mesh
size

Angular
resolution

Reflected
energy/incident energy

� /10 0.1 0.827
� /20 0.1 0.940
� /40 0.1 0.956
� /80 0.01 0.973

� /160 0.01 0.974

Fig. 4 Effect of mesh size on the rough surface FDTD solu-

tions. The surface length is 50�.
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he mesh size’s effect on the solution, a very rough surface was
sed. The results of two different mesh sizes �� /20 and � /10�
ere shown in Fig. 4. Three circled zones in the plot highlight the
ifference of the two solutions. Since reflection is expected only
ithin −90 deg���90 deg, the physically unrealistic nonzero

eflection outside this range is visible in the � /10 curve but dis-
ppears in the � /20 mesh size curve. In this paper, � /20 mesh size
as considered sufficient and used for random roughness surface

eflection calculation, unless specified otherwise. The mesh size is
sed as a compromise between the computational time and solu-
ion accuracy.

Resolution Used in the Surface Geometry. The resolution
sed in the generation of the random roughness surface profile �or
eometry� should be considered. The BRDFs of surface profiles
ased on two resolutions �� /20 and � /10� were compared. The
urfaces have very large roughness, which is considered to be a
ore stringent test to check the resolution. The surface roughness

arameters are the same as those given in Fig. 4 but the result is
ot shown here. Although the overall BRDF patterns are similar in
oth cases, there are differences. The most significant one is the
etro-reflection at �=−30 deg. The BRDF solution based on the
urface generated with � /10 resolution totally missed the retro-
eflection peak. For the random roughness surface calculations in
his study, the surfaces were generated with the � /20 resolution.

Number of Time Steps. Generally speaking, the longer the
hysical path length traveled by the wave, the more time steps are
eeded to ensure there is sufficient time for all the scattered waves
o interact and reach steady state results. Therefore, longer path
ength and larger surface roughness require a much larger number
f time steps to reach a steady state BRDF value. In the rough
urface computations, it is not possible to obtain a priori informa-
ion about the required time step as the actual traversed path
ength is not known. In practice, several different time steps are

Fig. 5 Comparison of FDTD results with those obtained
different surface roughness
sed in FDTD computation on a rough surface and then the results

6 / Vol. 129, JANUARY 2007
are compared to determine the minimum required time steps.
Once this information is known, the same time step number is
applied in FDTD calculations on the remaining surfaces that are
used in the result averaging. A time step adapting scheme can be
easily added.

Surface Size. Ideally a very long surface length would have
produced the most realistic result, but this would require a signifi-
cant amount of memory and long computational time. It is thus
not practical. It is also clear that a rough surface will require a
longer surface length to produce equally accurate results in com-
parison with that of a smoother surface. An appropriate surface
length needs to be determined.

For the problem of interest, a very long surface with random
roughness was generated. The surface length is 3000�. From this
long surface, three different surface divisions were taken: 60 of
50� length surfaces, 15 of 200� length surfaces, and 3 of 1000�
length surfaces. The 60�50� surfaces calculation result is given
in Fig. 4, but the other two surfaces divisions are not shown since
all three results are very close to one another. It is clear that all
three different surface divisions produce similar BRDFs. How-
ever, the longer surface case �3�1000�� used significantly much
longer computing time to obtain the result. Therefore, the 60
�50� surfaces were used in the calculations. It should be noted
that although the 60�50� BRDF �Fig. 4� appears to have smaller
oscillations, especially compared with the 3�1000� BRDF, it is
because more surfaces were used in the averaging process that
produced smaller variance.

Even through the 60�50� surface calculation is the most eco-
nomical in terms of computation time and solution accuracy, it
still took about 10 h run time. Since each surface calculation is
independent from the other surfaces, the computation can be eas-
ily parallelized. In a large scale two-dimensional rough surface
calculation, the large amount of surface data can be broken up into

m ray tracing and integral equation methods †26‡ under
fro
smaller pieces and parallel computing can be carried out on each
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ndividual piece. It is expected that the parallelization efficiency
ill be very high due to the very small communication overhead

mong the independent surface calculations.

Scattering From Random Roughness Surfaces. Four PEC
aussian surfaces with various degrees of roughness were consid-

red. The BRDF of each surface was calculated and compared
ith the existing solution to validate the accuracy of the FDTD

ode. These results are all based on � /20 mesh size and � /20
urface generation resolution. There are existing solutions based
n the geometric optic ray tracing and the integral equation solu-
ion of the EM wave equations. In general the difference between
he two EM solutions is smaller than that between the ray tracing
nd either one of the two EM solutions.

Figure 5�a� shows that with the slightly rough surface the
RDF of the FDTD solution is somehow smaller than that of the

ntegral equation solution. This is expected since Table 2 shows
he overall reflected energy is 6% lower with the � /20 mesh size.
owever, at the specular direction, �obs=30 deg, there is a sharp

pike that is not seen in the other two solutions. It is not clear
hether the spike is a numerical artifact. The clarification of this

ssue is beyond the scope of this paper. This will be treated in a
ollow-up study on metal surface reflection in which highly accu-
ate experimental data are available for comparison. An earlier
DTD simulation did show a similar specular spike �27�. As the
urface roughness increases, the magnitude of the spike reduces
nd eventually the spike disappears in the cases of � /� increases
n Figs. 5�c� and 5�d�. This behavior is physically reasonable and
onsistent with Tang �28�. Also, as the � /� increases, the retro-
eflection becomes evident �see Fig. 5�b��. In Fig. 5�c�, the agree-
ent between the EM integral equation solution and ray tracing is

etter than that between the FDTD and ray tracing solutions. The
etro-reflection peak, although small, is evident in the FDTD so-
ution. Due to the relative shorter surface length versus the corre-
ation length � in this case, the FDTD solution exhibits larger
scillations than those in other cases. To ensure there is truly a
etro-reflection peak at �obs=−30 deg and not simply a large os-
illation occurring coincidently at that angle, twice the surface
ength as used in the FDTD calculation �results not shown�. The
esults confirmed the retro-reflection peak. The integral equation
olution has smaller oscillations in this case and a small peak at
obs=−30 deg, in comparison with FDTD results. At � /�=1.1
Fig. 5�d�� the ray tracing starts to show a retro-reflection peak,
lthough it is still smaller than those in the EM solutions.

Two different surface materials were examined on their impact
o the BRDF: PEC and silicon, which has refractive index n
3.426. The overall trend of the BRDF is the same, especially the

pecular spike �Fig. 6�. The silicon surface has two polarizations
ith TE mode reflectivity being higher than that of the TM mode.
he silicons BRDF is about 1 /3 of the PECs value due to the

ransmission into the material.

Fig. 6 Comparison of
As the incident angle increases, the BRDF becomes more

ournal of Heat Transfer
specular �Fig. 7�. The large incident angle would effectively re-
duce the roughness. Thus, there is the appearance of a specular
spike in the PEC surface of Fig. 7 as a result. A well-known
phenomenon of the large incident angle is the off-specular peak
described by Torrance and Sparrow �29�. An attempt was made to
reproduce the off-specular peak with a dielectric surface, but it
was not successful since the surface roughness description was
incomplete in the original paper, in which only the rms roughness
was given �29�.

Conclusions
A finite difference time domain numerical scheme to solve the

electromagnetic wave scattering from a micro-scale random
roughness surface has been developed. The model applied the
perfectly matching layer boundary condition and near-to-far field
transformation to obtain the surface reflectivity property. Various
numerical issues were considered and quantified to verify the
method. These included dispersion error, mesh size, surface gen-
eration resolution, number of time steps needed to reach steady
state result, and surface size. Bi-directional reflectivity of several
random roughness surfaces was produced. Except for the strong
specular spike in the small roughness surfaces not observed in the
prior work, the finite difference time domain solutions agree well
with the results obtained by ray tracing and integral equation so-
lution of the Maxwell equations. The work will be continued in
the near future to compare with existing experiment data and to
consider the absorbing media, two-dimensional surface structures,
as well as the revision of the code for parallel computation.

C and silicon surfaces

Fig. 7 BRDF at three different incident angles of a PEC

surface
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omenclature
c � light speed in vacuum, 3.0�108 m/s
d � period of a periodic structure 	m
E � electric field N/C
H � magnetic field, C/m·s

i, j, k � grid index number along x, y, and z coordi-
nates, respectively

i � imaginary unit, �−1
I � intensity, W/m2.sr.	m

Js � electrical field source, N/C·s
L � wafer thickness or depth of a PML medium,

	m
m � time step

Ms � magnetic field source, C/m·s2

n � refractive index
R � reflectivity from an unpolarized wave

Re � reflectivity from a TE polarization wave
Rm � reflectivity from a TM polarization wave

S � Poynting vector, W/m2

t � time, s
T � distance, m

T* � time period of a wave, s
v � velocity, m/s

x, y, z � physical coordinates, m

reek Symbols
� � absorption coefficient, 1/m
� � rms roughness, 	m
� � electrical permittivity, C2/N·m2

� � surface height, 	m
� � grid spacing, 	m
� � angle, rad
� � wavelength, 	m
	 � magnetic permeability, N.s2 /C2

� � electrical conductivity, C2/N·m2·s=1/� ·m
�* � magnetic conductivity, N·s /C2

� � correlation length, 	m
� � angular frequency, rad/s
� � solid angle, sr
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Radiative Properties of Patterned
Wafers With Nanoscale Linewidth
Temperature nonuniformity is a critical problem in rapid thermal processing (RTP) of
wafers because it leads to uneven diffusion of implanted dopants and introduces thermal
stress. One cause of the problem is nonuniform absorption of thermal radiation, espe-
cially in patterned wafers, where the optical properties vary across the wafer surface.
Recent developments in RTP have led to the use of millisecond-duration heating cycle,
which is too short for thermal diffusion to even out the temperature distribution. The
feature size is already below 100 nm and is smaller than the wavelength �200–1000 nm�
of the flash-lamp radiation. Little is known to the spectral distribution of the absorbed
energy for different patterning structures. This paper presents a parametric study of the
radiative properties of patterned wafers with the smallest feature dimension down to
30 nm, considering the effects of temperature, wavelength, polarization, and angle of
incidence. The rigorous coupled wave analysis is employed to obtain numerical solutions
of the Maxwell equations and to assess the applicability of the method of homogenization
based on effective medium formulations. �DOI: 10.1115/1.2401201�

Keywords: electromagnetic, microstructure, nanoscale, properties, radiation
Introduction
According to the International Technology Roadmap for Semi-

onductors �1�, the gate length and junction depth will be 25 and
3.8 nm, respectively, for the 65-nm devices used in high-
erformance complementary metal oxide semiconductor �CMOS�
echnology. RTP currently provides the high-temperature anneal-
ng needed to create ultrashallow junctions. However, conven-
ional RTP tools that use tungsten-halogen lamps for heating en-
ounter a dilemma between limiting the junction depth and
aximizing the degree of electrical activation of implanted dop-

nts �2�. The ion implantation annealing time from 1 to 10 s above
000°C in conventional RTP is too long to confine ion diffusion
nd achieve the implanted doping distribution within the junction
3�. This difficulty can be overcome by using high-intensity flash
amps with millisecond optical pulses to raise the surface tempera-
ure of the wafer to approximately 1300°C. The bulk wafer is
apidly preheated to around 700°C to reduce the pulse energy
equirement and thermal stress caused by millisecond pulse heat-
ng. The typical energy sources are Ar or Xe arc lamps, which

ainly emit ultraviolet and visible radiation. In the flash-lamp
eating, optical energy is absorbed at the wafer surface because of
he small penetration depth resulting from the large absorption
oefficient of Si within the lamp spectrum. It has been demon-
trated that flash-lamp annealing can provide sufficiently low
heet resistivity and low junction leakage with negligible dopant
iffusion to meet the requirements of advanced CMOS �2,4,5�.

Because the energy is absorbed within milliseconds, thermal
iffusion cannot distribute heat uniformly across the wafer sur-
ace. Therefore, temperature uniformity across the wafer is ex-
ected to be a critical issue. Temperature nonuniformity may
ause uneven activation of the implants, as well as excessive ther-
al stresses that can introduce crystallographic defects �6�. Ther-
al stresses at the interfaces of Si, SiO2, and poly-Si can be

egligible because of their comparable thermal expansion coeffi-
ients �2.6, 2.3, and 2.8�10−6 K−1, respectively� by selected for-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 31, 2006; final manuscript re-
eived June 8, 2006. Review conducted by Suresh V. Garimella. Paper presented at
he 2005 ASME International Mechanical Engineering Congress �IMECE2005�, No-

ember 5–11, 2005, Orlando, FL.

ournal of Heat Transfer Copyright © 20
mation process �7�. On the other hand, thermal stresses among
differently patterned regions on the wafer surface can be signifi-
cant if the temperature gradient is large �8�. A major reason for the
temperature nonuniformity arises from the difference in the ab-
sorptance of various device patterns in different regions of the
wafer surface.

A number of researchers have modeled the radiative properties
of different patterned structures on wafers and obtained reason-
able agreement with experimental results. Erofeev et al. �9� mod-
eled the radiation interaction with 2D patterned wafers by solving
the Maxwell equations using a finite element method coupled with
the boundary integral equation. Hebb et al. �10� measured the
reflectance of a memory die, logic die, and the backside of various
multilayered wafers to assess the effectiveness of thin-film optics
in providing approximations for the properties of patterned wa-
fers. Tada et al. �11� evaluated the effects of thin SiO2 film pat-
terns on a Si wafer through the combination of coherent and in-
coherent approaches and compared the calculated results with
experimental measurements. Liu et al. �12� predicted the radiative
properties of patterned Si wafers through models based on the
finite-difference time-domain �FDTD� and the finite-volume time-
domain �FVTD� methods. The patterned structures were Si grat-
ings, SiO2 film on top of flat Si wafers, and SiO2 films on top of
Si gratings. However, earlier investigations are for relatively
simple patterns with features on the order of micrometers and at
wavelengths longer than 0.4 �m.

Radiative properties of nanostructures may be very different
from those of microstructures made of similar materials �13�. In
addition, patterned wafers can be highly absorbing in the ultravio-
let region that is important to flash-lamp annealing. Little is
known about the influence of nanoscale patterns on the radiation
absorption and reflection during flash-lamp annealing. The objec-
tive of the present research is to model the radiative properties of
periodically patterned wafers that include features expected in ad-
vanced CMOS device technologies. The effects of wafer tempera-
ture, wavelength, polarization, and angle of incidence on the spec-
tral directional-hemispherical reflectance and directional
absorptance are investigated for selected 2D patterned structures
with multilayer 1D gratings. In the present study, the rigorous
couple wave analysis �RCWA� is employed to obtain numerical
solutions of the Maxwell equations �14–17�. For periodic struc-

tures, RCWA can produce accurate solutions much faster than

JANUARY 2007, Vol. 129 / 7907 by ASME
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DTD and FVTD. Some previous studies have used the method
f homogenization, in which the grating region is treated as a
omogeneous layer with an effective dielectric function. This way,
he 2D patterned structures are simplified to planar multilayer
tructures, which requires much less computation time to solve the
atrix equations based on thin-film optics �18,19�. To assess the

pplicability of the method of homogenization, different effective
edium formulations are evaluated by comparison with the simu-

ation results of RCWA.

Model Development and Numerical Methods
In order to understand the effect of nanostructure on the spec-

ral absorptance, several model structures are considered, as illus-
rated in Fig. 1. Case A-1 is a bare Si wafer and case A-2 is a SiO2

ig. 1 Parameters of selected cases, where dG and dT are the
epths of gate and trench, respectively, and lG, lP, and lT are the

engths of gate, pitch, and trench
hin film on Si wafer. In case A-3, an array of SiO2-filled trenches

0 / Vol. 129, JANUARY 2007
�350 nm deep� is formed in the Si substrate. Cases B-1, B-2, and
B-3 involve polycrystalline silicon �poly-Si� gates �30 nm wide
and 50 nm high� on top of the structure that forms a thin grating
layer. Case B-3 illustrates a generic pattern of interest for CMOS
device technology, in which periodic patterns are formed on a Si
wafer that includes trenches filled with SiO2. These trenches pro-
vide electrical insulation between active areas of the device where
transistors are formed. In the middle of each active area there is a
strip of poly-Si, representing the gate electrode. In reality, this
gate is isolated from the Si substrate by a very thin dielectric film.
However, this film is only about 1-nm thick for the 65-nm-node
devices, and hence, it can be neglected in the optical models. The
features are symmetrically located in a lateral period of lP
=240 nm. Table 1 lists the dimensions of the trench and gate for
structures of all cases. Various combinations of these structures
can be expected in different parts of the wafer. It is hoped that the
simplified structures will also reveal how individual periodic pat-
terning of the isolation oxide and the poly-Si gate film influence
the optical properties. While only 1D and 2D structures are stud-
ied, the results should be instructive to the more general 3D pat-
terned structures. Similar approximations were also used in previ-
ous numerical simulations �9,12�. In the remaining of this section,
the spectral distribution of the lamp and optical properties of ma-
terials are first discussed, followed by brief explanations of the
RCWA and effective medium formulations used in the simulation.

2.1 Lamp Spectrum and Optical Properties of Materials.
Arc lamps filled with Xe or Ar gases emit light by generating an
electric arc across a gap between two electrodes. The peak wave-
length corresponds to a blackbody temperature around 6000 K.
However, the emission is confined to the spectral region for
200 nm���1000 nm, where � is the wavelength in vacuum.
The actual emission spectrum is not a smooth curve due to the
discrete plasma emission lines. The emission spectrum also varies
with the discharge voltage, duration of the pulse, and the optical
materials. Therefore, the reported spectral distributions by differ-
ent manufacturers and researchers have a large variation. To study
the total absorptance, the present work assumes a simple trapezoid
spectral distribution of the lamp emission. The normalized spec-
trum distribution G��� is 1 for 400 nm���600 nm and linearly
reduces to 0 towards �=200 and 1000 nm.

The input material properties are the optical constants �i.e., re-
fractive index n and extinction coefficient �� of Si, SiO2, and
poly-Si in the wavelength range of the flash-lamp spectrum. The
optical constants are related to the dielectric function �= �n+ i��2.
In the present study, the optical constants of Si at room tempera-
ture are taken from the tabulated values in Ref. �20�. Jellison and
Modine �21� measured the dielectric function of silicon from 260
to 840 nm from room temperature to 700°C. In another paper
�22�, these authors developed expressions of n and � in terms of
temperature and wavelength, applicable to the visible and near-
infrared region. Optical constants at higher temperatures were
measured by Sun et al. �23�. In the present work, the optical
constants from 280 to 500 nm at 700 and 910°C are taken from
Refs. �21,23�, respectively. Because the expressions in Ref. �22�
give good agreement with the measured data in Refs. �21,23� at
wavelengths from 500 to1000 nm, the optical constants are calcu-

Table 1 Feature dimensions of selected cases „unit: nm…

Case No. A-1 A-2 A-3 B-1 B-2 B-3

dG
— — — 50 50 50

dT
— 350 350 — 350 350

lP
240 240 240 240 240 240

lG
0 0 0 30 30 30

lT
0 240 60 0 240 60
lated from the expressions in this spectral range. In the spectral

Transactions of the ASME



r
s
t
s
s
t
a

g
n
S
c
d

T
t
�

t
e

F
r

J

egion from 200 to about 280 nm, room temperature data are sub-
tituted. While the optical constants may be very different at high
emperatures, the effect on the total absorbed energy should not be
ignificant because it is near the source cutoff wavelength. The
elected dielectric functions of Si at 25, 700, and 910°C are plot-
ed in Fig. 2 for comparison. Some interpolations between the data
re made to produce smooth curves in the calculation.

For SiO2, the imaginary part of the dielectric function is negli-
ibly small in the spectral range of interest and absorption can be
eglected. Malitson �24� provided an equation as a fit for n of
iO2 at 25°C. Because the relative error of four to seven signifi-
ant digits in the equation is less than 0.01%, only four significant
igits are selected as expressed in the following:

nSiO2
= �1 +

0.6962�2

�2 − 0 . 068402 +
0.4079�2

�2 − 0 . 11622 +
0.8975�2

�2 − 9 . 8962�1/2

�1�
his equation is also believed to represent the values at higher

emperatures due to the small temperature coefficient �1.2
10−5 K−1� of the refractive index of SiO2 �25�.
The dielectric function of poly-Si is assumed to be the same as

hat for single-crystal silicon, although in reality differences are

ig. 2 Optical constants of silicon at 25, 700, and 910°C: „a…
efractive index, and „b… extinction coefficient
xpected to arise from the presence of grain boundaries in the

ournal of Heat Transfer
material and from variations in grain structure �4�. According to
Ref. �25�, the difference between the optical constants of poly-Si
and Si is not so large in the red to infrared region. Note that
doping effects of poly-Si is not taken into consideration here, and
electrically active doping may strongly vary the optical properties
in the infrared region. On the other hand, in the ultraviolet to
visible wavelength region, the structural disorder in the poly-Si
could change optical properties somewhat regardless of doping.
Because poly-Si occupies a small volume fraction only, the use of
the optical constants of silicon should not cause significant errors.

2.2 RCWA. RCWA is one of the efficient tools for modeling
radiative properties and analyzing diffraction efficiency of peri-
odic gratings bounded by two semi-infinite media �14,15�. The
basic principles of RCWA are summarized below using a single
layer of rectangular grating shown in Fig. 3. A plane wave is
incident on a one-dimensional grating surface from free space by
neglecting the effect of gases in the RTP chamber. Region I is free
space with �I=nI=1 and �I=0. Region II is composed of materials
A and B so that its dielectric function is a periodic function of x
with a period �, which is the grating period. The filling ratio of
material A is �, and the lateral extension of the gratings is as-
sumed to be infinite. Region III is the substrate with a dielectric
function, �III. For cases B-2 and B-3 shown in Fig. 1, two grating
regions can be used. Gratings of other shapes can be divided into
planar thin slabs to approximate the grating profile �14�.

The wave vector k defines the direction of incidence, and the
angle between k and the surface normal ẑ is the angle of incidence
	, also called the polar angle. The grating vector K for the struc-
ture shown in Fig. 3 is defined in the positive x direction with a
magnitude K=2
 /�. For simplicity, it is assumed that incidence
wave vector is on the x-z plane, that is, the y component of k is
zero. For a TE wave, the electric field E is perpendicular to the
plane of incidence, i.e., parallel to the y direction and perpendicu-
lar to the grating vector K, as shown in Fig. 3. On the other hand,
for a TM wave, the magnetic field H is perpendicular to the plane
of incidence and the vector K. The following discussion is for the
TE wave. The magnitude of the incident electric field, after nor-
malization, can be expressed as exp�ikxx+ ikzz− i�t�, where kx and
kz are, respectively, the x and z components of k, � is the angular
frequency, and t is time. For simplicity, the time harmonic term
exp�−i�t� will be omitted hereafter. The magnitude of k in re-
gions I and III can be expressed as

kI =
2
nI

�
=

2


�
= k and kIII =

2
nIII

�
= nIIIk �2�

where nIII is the refractive index in region III. There exists a phase
difference of 2
� sin 	 /�=kx� between the incident wave at
�x ,z� and that at �x+� ,z� due to a path difference of � sin 	. This
condition must also be satisfied by each diffracted wave, i.e., the

Fig. 3 Schematic drawing for the TE wave incidence on a grat-
ing layer, showing the reflected diffraction orders j=−2, −1, 0,
and 1
magnitude of the jth order reflected wave can be written as

JANUARY 2007, Vol. 129 / 81
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j exp�ikxjx− ikI,zjz�, where Rj is the electric field reflection coef-
cient and kxj is determined by the Bloch–Floquet condition

kxj =
2


�
sin 	 +

2


�
j = kx + Kj �3a�

he above equation can be expressed in terms of the angle of
eflection

sin 	 j = sin 	 +
j�

�
�3b�

here 	 j =sin−1�kxj /k� is the jth order diffraction angle for reflec-
ion and Eq. �3b� is the well-known grating equation. When kxj

kI, sin 	 j �1 and the jth order reflected wave decays exponen-
ially towards the negative z direction. This is an evanescent wave
hat only exists near the surface within a distance on the order of
avelength. Note that the z component of k for the jth order

eflected wave is

kI,zj = ��kI
2 − kxj

2 �1/2, kI � kxj

i�kxj
2 − kI

2�1/2, kxj � kI

�4�

ecause kxj must be the same in all media, similar criteria can be
pplied to the transmitted waves in region III to obtain kIII,zj based
n Eq. �2�.

The electric field in region I is a superposition of the incident
ave and the reflected waves; therefore

EI�x,z� = exp�ikxx + ikzz� + �
j

Rjexp�ikxjx − ikI,zjz� �5�

he electric field in region III can be obtained by superimposing
ll transmitted waves

EIII�x,z� = �
j

Tjexp�ikxjx + ikIII,zj�z − d�� �6�

here Tj is the transmission coefficient for the jth order transmit-
ed wave.

The electric field in region II can be expressed as

EII�x,z� = �
j

 j�z�exp�ikxjx� �7�

here  j�z� is the amplitude of the jth space-harmonic compo-
ent. Here, the order of j is matched with the diffraction order in
egions I and III. Due to the periodic structure, the dielectric func-
ion of region II can be expanded in a Fourier series:

��x� = �
m

�mexp�i
2m


�
x�, m = 0, ± 1, ± 2, . . . �8�

here �m is the mth coefficient that is given by

�0 = ��A + �1 − ���B and �m =
��A − �B�sin�m�
�

m

�m � 0�

�9�

or rectangular gratings shown in Fig. 3 with � being the filling
atio of material A. It should be noted that each �m is not a physi-
al property of the material and its imaginary part may be nega-
ive for a passive medium.

The coupled-wave formulation comes from the wave equation
f the total electric field in region II, and can be expressed in the
ollowing for a TE wave incidence

�2EII�x,z� + k2��x�EII�x,z� = 0 �10�

differential equation can be obtained by substitute Eqs. �7� and

8� into Eq. �10�

2 / Vol. 129, JANUARY 2007
�
j

d2 j

dz2 exp�ikxjx� − �
j

kxj
2  jexp�ikxjx�

+ k2	�
m

�mexp�i
2m


�
x�
	�

p

pexp�ikxpx�
 = 0 �11�

Equation �11� can be rearranged in terms of the jth order in
exp�ikxjx� as follows:

�
j
�d2 j

dz2 − kxj
2  j + k2�

p

� j−pp�exp�ikxjx� = 0 �12�

In order to satisfy this equation for any value of x, the coefficient
of exp�ikxjx� must be zero for all j. Hence, Eq. �12� is an infinite
set of second-order coupled equations. Note that each space-
harmonic term is coupled to other components through the har-
monics of the grating. The numerical solution is obtained with
sufficiently large number of diffraction orders. Suppose j
=0, ±1, ±2, . . . , ±q, there are N=2q+1 diffraction orders to be
used in Eq. �12� so that p=0, ±1, ±2, . . . , ±q will also have N
terms and Eq. �12� can be represented by a N�N matrix. The
Fourier expansion of the dielectric function will have m
=0, ±1, ±2, . . . , ±2q or 4q+1 terms. The magnetic field can be
obtained from Eq. �7� and expressed in terms of � j. The N un-
known functions  j�j=0, ±1, ±2, . . . , ±q� can be expressed as-
summations with eigenfunctions and 2N coefficients to be deter-
mined, which come from the forward and backward diffracted
waves in region II due to coupling �15�. The 2N coefficients along
with Rj and Tj �j=0, ±1, ±2, . . . , ±q� compose 4N unknowns.
Boundary conditions require that the tangential components of the
electric and magnetic fields be continuous at the boundaries be-
tween different regions. The field components are consistent for
all x once the boundary conditions are satisfied at x=0 due to the
Block–Floquet condition. Subsequently, 4N linear equations can
be generated from Eqs. �5� to �7� at x=0 for z=0 and z=d. An
enhanced, numerically stable transmittance matrix approach was
developed and applied to the implementation of RCWA for
surface-relief and multilevel gratings �14�. Detailed equations and
solution procedure for both 2D and 3D problems can be found in
Ref. �15�. The derivation of the TM wave is similar by using the
corrected procedure proposed by Li �16�.

Once the reflection and transmission coefficients are obtained,
the reflectance and transmittance of each diffraction order can be
computed from the time-average Poynting vector in the z direc-
tion. The directional-hemispherical reflectance �� is the summa-
tion of the reflectance of all orders. Furthermore, the absorptance
is calculated by ��=1−�� since the silicon wafer is opaque in the
spectral region of interest. The total absorptance can be calculated
using the lamp spectral distribution G��� by the following equa-
tion:

�tot =

� �����G���d�

� G���d�

�13�

2.3 Effective Medium Formulations. When the grating pe-
riod is much smaller than the wavelength, � /��1/ �nIII+sin 	�,
all the diffracted waves are evanescent wave except the zeroth
order �specular direction�. The reflection is similar to a smooth
film with an effective uniform dielectric function. This approach
is called the method of homogenization �18,19� and the underly-
ing physics is based on the effective medium theory �26�. Effec-
tive medium formulations have been used widely to describe the
optical properties of inhomogeneous media. The effective medium
theory �EMT� was first postulated by Maxwell Garnett �27� to

obtain the effective dielectric function of metal particles embed-
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ed in a dielectric medium. The general assumption is that the
pacing separating the particles to be sufficiently large or the fill-
ng ratio of the particles to be small �28�. Bruggeman �29� as-
umed that two materials are both embedded in the effective me-
ium and obtained an expression, which has been successfully
pplied to study the effect of porosity on the refractive index and
bsorption coefficient of different materials �13�. Bruggeman’s ex-
ression is often called the effective medium approximation
EMA�. The dielectric function of the effective medium �EMA is
elated to that of the two components by

�
�EMA − �A

�A + 2�EMA
+ �1 − ��

�EMA − �B

�B + 2�EMA
= 0 �14�

here � is the volume fraction �filling ratio� of material A.
Rytov �30� first applied EMT for a periodic structure by treating
stratified medium as a homogeneous uniaxial crystal and ob-

ained the effective permittivity and permeability tensors. The ze-
oth order is considered to be applicable when ��� and has been
sed for the design of surfaces with antireflection and selective
adiative properties �19,31�. The expression has been extended to
nclude higher-order terms for both one- and two-dimensional
ratings �14,15�. The effective medium formulation for gratings
epends on the polarization. The zeroth-order expressions are
iven below �18,19,31�

�TE,0 = ��A + �1 − ���B �15a�

and �TM,0 = � �

�A
+

1 − �

�B
�−1

�15b�

here subscripts TE and TM indicate the polarization of the inci-
ence light. The expressions including the second-order terms are
18,26�

�TE,2 = �TE,0	1 +

2

3
��

�
�2

�2�1 − ��2 ��A − �B�2

�TE,0

 �16a�

and �TM,2 = �TM,0	1 +

2

3
��

�
�2

�2�1 − ��2

���A − �B�2�TE,0� �TM,0

�A�B
�2
 �16b�

otice that when ��� or in the case of small filling ratio, the
econd-order term drops out. It is hoped that the second-order
orrection may improve the useful range of the EMT. After the
ffective dielectric function is obtained, the grating region is
reated as a homogeneous isotropic material for the given polar-
zation and incidence. The transfer matrix method �13,32� for cal-
ulating radiative properties of multilayer thin films is then ap-
lied to obtain the reflectance. It should be noted that the
ondition � /��1/ �nIII+sin 	� is generally not satisfied for the
ratings and spectral range studied in the present work. In addi-
ion, �III becomes larger than nIII for Si in the ultraviolet region.
ecause of the fast calculation speed using the method of homog-
nization, different effective medium formulations are examined
o see whether there is an alternative way to evaluate the radiative
roperties with greatly reduced computational resources. To dis-
inguish different formulations, in the present paper, EMA refers
o Eq. �14�, EMT-0 refers to Eq. �15� with zeroth order only, and
MT-2 refers to Eq. �16� with the second-order terms.

2.4 Validation of Computational Algorithm. The solution
f RCWA converges without inherent numerical instabilities and it
lways satisfies the energy conservation. The solution is accurate
o an arbitrary level of accuracy and depends only on the number
f spatial-harmonic terms. The numerical code developed in this
ork is verified by comparison with the published results �15,17�.
ome validations are also made by comparison with multilayer
rating structures �14�. The convergence is checked by increasing

he number of terms N=2q+1 from 41, 81, 121, to 201. Notice

ournal of Heat Transfer
that while most of the orders are evanescent waves that do not
contribute to the reflected energy, it is necessary to include them
in the RCWA to represent the Fourier expansion of dielectric func-
tion in the grating region and to accurately describe the electro-
magnetic fields around the grating region. The convergence is the
slowest for the TM wave at 200 nm wavelength. The reflectance
variation is less than 0.001 between N=81 and 121. Therefore, 81
orders of diffraction �j=0, ±1, ±2, . . . , ±40� are retained in all
calculations.

The radiative properties calculated from RCWA are success-
fully compared with the simulation results of patterned wafers
from other numerical methods such as FDTD and FVTD �12�. The
pattern is a 50-nm-thick Si3N4 grating on a Si substrate with a
period of �=2 �m and a filling ratio �=0.5. In addition, when
the filling ratio is 0 or 1, the grating becomes a homogeneous
medium. The RCWA simulation gives the same results as these
obtained from thin-film multilayer algorithm �32�.

A Pentium 4 computer with a 3.2 GHz processor and 2 GB
memory is used for computation. In order to compare the calcu-
lation efficiency of RCWA and EMT programs, case B-3 is se-
lected due to its complexity. RCWA divides the structure into four
regions with two grating layers. On the other hand, EMT approxi-
mates the case as two thin films on the Si substrate. The compu-
tation speed is 2000 data points per second for EMT and 2–3 data
points per second for RCWA. That is to say that EMT algorithm is
about 1000 faster than RCWA because of its large number of
matrix elements. Additional complexity will arise in RCWA when
the wave vector of the incident radiation and the grating vector are
not perpendicular to each other. On the other hand, the effective
medium formulation can easily be applied to compute the hemi-
spherical properties when the grating region can be approximately
isotropic and homogeneous. The validation of the EMT is there-
fore very important for practical applications.

3 Results and Discussion
Figure 4 shows the spectral absorptance for cases A-1 �plain Si�

and A-2 �350-nm-thick SiO2 on Si� at normal incidence. Thin-film
optics formulation is sufficient for these calculations without us-
ing the RCWA or EMT algorithms. The results are shown in order
to see the effect of temperature on the absorptance and to serve as
benchmark results for comparison with grating structures later.
For plain silicon, it can be seen that the absorptance increases
towards longer wavelengths. A common misperception is that a

Fig. 4 Calculated normal, spectral absorptance for plain
Si „A-1… and SiO2-coated Si „A-2… at 25, 700, and 910°C
large � value will give a large absorptance and silicon will have a
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arge absorptance in the ultraviolet region. On the contrary, the
bsorptance is the smallest when � is the greatest at around �
280 nm. This is because of the high reflectivity of Si in this

egion, similar to metals in the visible region. For normal inci-
ence, the absorptance of plain silicon can be calculated from

�� =
4nSi

�nSi + 1�2 + �Si
2 �17�

hen the extinction coefficient is small, the absorptance de-
reases as the refractive index increases. Increasing the extinction
oefficient will significantly reduce the absorptance as it becomes
arge. On the other hand, the extinction coefficient is directly re-
ated to the radiation penetration depth, ��=� / �4
��. The calcu-
ated �� increases from 4 nm for �=200 nm to �1 �m for �
800 nm at 910°C. The absorptance with SiO2 film oscillates due

o interference effects. The phase shift in the SiO2 film is deter-
ined by �=2
dSiO2

nSiO2
/� at normal incidence. The absorp-

ance reaches a minimum close to that of plain Si when � /
 is a
ositive integer. The corresponding wavelengths are ��1000,
00, 345, 262, and 214 nm. On the other hand, the absorptance is
aximized when �=
 /2 ,3
 /2 ,5
 /2 , . . ., corresponding to �
680, 420, 298, 236, and 200 nm. In general, SiO2 film behaves

s an antireflection coating that enhances the absorptance �33�,
xcept near ��214 and 262 nm due to the lower refractive index
f silicon at very short wavelengths.

The difference in absorptance at temperatures from 25 to

Fig. 5 Spectral absorptance predicted using RCWA for c
„b… case B-1; „c… case B-2; and „d… case B-3
10°C is less than 0.05 except near �=300 nm, where the maxi-

4 / Vol. 129, JANUARY 2007
mum difference is 0.08 for a plain Si and 0.12 for a SiO2 film on
a Si substrate. The total absorptance for case A-1 is 0.59, 0.57, and
0.56 and for case A-2 is 0.72, 0.70, and 0.69 at 25, 700, and
910°C, respectively. This suggests that the temperature depen-
dence of the optical constants may not affect the absorption sig-
nificantly. One should be cautious about a generalization that the
temperature dependence is weak to wavelengths longer than
1 �m, where the silicon wafer is semitransparent below 700°C,
and consequently, the absorption depends strongly on temperature
�13,25�. Because of the importance to high-temperature annealing,
all calculations in the following are based on optical constants of
Si at 910°C �except in the wavelength region from 200 to 300 nm
where room temperature data are substituted�.

Figure 5 shows the directional, spectral absorptance of cases
A-3, B-1, B-2, and B-3 predicted by RCWA, with different polar-
izations at incidence angels of 0 and 45 deg. The absorptance for
Case B-2 at 	=45 deg is not presented for the sake of clarity.
Because of the gratings, the absorptance depends on the polariza-
tion even for normal incidence. When the normal absorptance for
case A-3 shown in Fig. 5�a� is compared to that of plain silicon
shown in Fig. 4, the absorptance for TE waves increases signifi-
cantly at short wavelengths, by more than 0.3 from 200 to
240 nm, and the enhancement is less than 0.1 at ��300 nm. At
wavelengths longer than 280 nm, the absorptance is in general
greater for TM waves than for TE waves. Furthermore, the ab-
sorption spectrum for TM waves oscillates, but not so much for

s with gratings at 910°C at �=0 and 45 deg: „a… case A-3;
ase
TE waves. On the contrary, for case B-1 as shown in Fig. 5�b�, the
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ormal absorptance is greater for TE waves than for TM waves at
avelengths longer than 450 nm, whereas the absorptance for TM
aves is enhanced at short wavelengths with a peak at �
240 nm. The effect of gates on the TE wave absorptance is

ather surprising because the gates are only 50 nm high with a
oly-Si filling ratio of 0.125. It is also interesting to notice the
ifferent effect on polarized absorptance between the gates and
renches.

The absorptance spectra for case B-2 are more complicated due
o the coupling between the interference effect of the SiO2 layer
nd the grating effect of the gates. Nevertheless, the gates have
ittle effect on the absorptance for TM waves in the long wave-
ength region, as can be seen by comparison of Fig. 5�c� with the
bsorptance for case A-2 shown in Fig. 4. However, the absorp-
ance for TE waves is dramatically different with and without
oly-Si gates. Here again, the gates affect the TE wave absorp-
ance spectra significantly. Interesting enough, the absorptance
pectra for case B-3 exhibit the combined effects of gates and
renches, as can be clearly seen from Fig. 5�d�. For TE waves, the
bsorptance spectra are similar to those of case A-3 at shorter
avelengths and largely modified by features in case B-1 at

onger wavelengths. For TM waves, the absorptance spectra retain
eatures for case B-1 at shorter wavelengths and resemble features
hown for case A-3 at longer wavelengths.

The total absorptance calculated with different methods at
10°C for all six cases are listed in Table 2. The total absorptance
f cases A-1 and A-2 calculated from thin-film optics is also pre-
ented for comparison. The total normal absorptance for plain Si
s 0.56, and it increases to 0.61 for TE waves and 0.72 for TM

Table 2 Total absorptance for different cas
multilayer formulation gives rigorous solution
medium theory. For the other cases, RCWA gi
EMT results are presented. The average is b
difference is between the approximate model

Case No. A-1 A-2

Angle of inc

TE-rigorous 0.557 0.688
TM-rigorous 0.557 0.688
Average 0.557 0.688

EMA
— —Difference −

TE-0
— —Difference −

TM-0
— —Difference

Average — —Difference

Angle of inci

TE-rigorous 0.441 0.617
TM-rigorous 0.680 0.737
Average 0.561 0.677

EMA-TE
— —Difference

EMA-TM
— —Difference −

Average
— —Difference −

TE-0
— —Difference −

TM-0
— —Difference

Average — —Difference
aves in case A-3. On the other hand, the total normal absorp-

ournal of Heat Transfer
tance is 0.71 for TE waves and 0.62 for TM waves in case B-1.
Due to the combined effects of gates and trenches, the total nor-
mal absorptance of case B-3 is increased to 0.75 for TE waves and
0.77 for TM waves. At normal incidence, the total absorptance
averaged over the two polarizations for case B-3 is 0.76, which is
0.20 higher than that of plain Si. The nanoscale gates give rise to
the averaged total absorptance by about 0.1 from case A-1 to case
B-1 and from case A-3 to case B-3. Similarly, the trench layer
increases nearly 0.1 in the averaged total absorptance from case
A-1 to case A-3 and from case B-1 to case B-3. On the other hand,
the total normal absorptance of case B-2 for the TM wave is only
0.02 higher and that for the TE wave is 0.06 lower than that of
case A-2. Therefore, the effect of gates on the total absorptance
with SiO2 film is very small. Note that the total absorptance is also
a function of the source spectra.

Generally speaking, when the incidence angle increases from 0
and 45 deg, the absorptance for TM waves increases and that for
TE waves decreases, as evidenced from Fig. 5 and Table 2. This is
consistent with the Fresnel equation, which predicts that the re-
flectance of a plain Si for TM waves decreases, until the Brewster
angle, and that for TE waves increases when the angle of inci-
dence increases. It should be noticed that the oscillation for TM
waves in cases A-3 and B-3 shifts phase when the angle of inci-
dence is changed. While most of the absorptance spectra have a
valley at 280 nm, the absorptance of case A-3 reaches a peak at
	=0 and 45 deg and that of case B-3 reaches a peak only at 	
=0 deg for TM wave, see Figs. 5�a� and 5�c�. The above discus-

at 910°C. For cases A-1 and A-2, thin-film
d there is no need of using RCWA or effective

the rigorous solution. Only the zeroth order
een results for TE and TM waves, and the
rigorous solution.

3 B-1 B-2 B-3

ce 	=0 deg

4 0.711 0.634 0.747
5 0.615 0.712 0.765
5 0.663 0.673 0.756

1 0.647 0.716 0.719
34 −0.016 0.043 −0.037

4 0.823 0.727 0.842
10 0.112 0.093 0.095
4 0.576 0.692 0.791
9 −0.039 −0.020 0.026
9 0.700 0.710 0.817
4 0.037 0.037 0.061

ce 	=45 deg

1 0.580 0.573 0.614
4 0.722 0.757 0.848
8 0.651 0.665 0.731

0 0.539 0.659 0.611
9 −0.041 0.086 −0.003
3 0.723 0.764 0.790
71 0.001 0.007 −0.058
2 0.631 0.712 0.701
26 −0.020 0.047 −0.030

5 0.710 0.650 0.731
06 0.130 0.077 0.117
2 0.683 0.739 0.873
8 −0.039 −0.018 0.025
9 0.697 0.695 0.802
1 0.046 0.030 0.071
es
an
ves
etw
and

A-

iden

0.61
0.71
0.66

0.63
0.0

0.60
0.0

0.77
0.05
0.68
0.02

den

0.49
0.82
0.65

0.51
0.01
0.75
0.0

0.63
0.0

0.48
0.0

0.87
0.04
0.67
0.02
sions clearly demonstrate the complexity of wave interactions in-
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ide the grating regions. Nevertheless, some unique features asso-
iated with the grating structures can be identified and are
laborated in the next paragraph.

Absorptance peaks exist in the absorptance spectra at �
240 nm for normal incidence, as can be seen from Fig. 5 for
oth polarization. The features in Fig. 5�c� are too complicated to
istinguish this peak. While there are shoulders in the optical con-
tants of Si near �=240 nm and a peak in the absorptance of plain
ilicon, the peaks are much sharper and more prominent with
ratings, especially for TM waves in cases A-3 and B-1. The very
harp peaks are caused by the well-known Wood’s anomaly in the
iffraction grating theory �34�. Wood’s anomaly can cause an
brupt, asymmetric change in the absorptance spectrum when a
iffraction order just appears at the grazing angle. Since the grat-
ng period �=240 nm, for normal incidence at �=240 nm, the +1
nd −1 diffraction order will be at a diffraction angle 	±1
±90 deg. According to the grating equation Eq. �3b�, at 45 deg

ncidence, 	−1=−90 deg when �=410 nm. Wood’s anomaly can
e clearly seen for the TM wave at 	=45 deg in Fig. 5�b� and in
ig. 5�d� with a somewhat reduced and shifted peak due to the

nfluence of the trench layer.
Figure 6 compares the normal absorptance spectra for cases

-3, B-1, and B-3 predicted by RCWA with different formulations
f effective medium approaches. In the graphs, 0 and 2 refer to
redictions based on EMT-0 and EMT-2, respectively. Note that
or normal incidence, the predicted absorptance by EMA is the
ame for both polarizations. In Fig. 6�a�, the results of both EMA
nd TE-0 agree well with those of RCWA at ��250 nm. While
E-2 follows the RCWA result closer near �=1000 nm, it under-
redicts the absorptance at shorter wavelengths. The reason of
isagreement is due to the second-order correction term of the
ielectric function. Because the condition that ��� is not satis-
ed for the present study, the second-order term can be so large to
roduce a nonphysical dielectric function whose imaginary part is
egative at ��300 nm for the trench region. In Fig. 6�b�, the
bsorption spectra calculated from the effective medium formula-
ions are not in phase with that from RCWA and none of them can
redict the spectral absorptance well. On the other hand, if the
bsorptance is averaged over the spectral region or uses the source
pectrum to obtain the total absorptance, one should not expect
ignificant deviations from the RCWA if EMA and EMT-0 are
sed. The insignificant deviation comes from the spectrally peri-
dic behavior though errors are not necessarily averaged out. This
s indeed the case as can be seen from Table 2, where the total
bsorptance obtained from EMA and EMT-0 is compared with
hat from the rigorous solutions and the differences are also
hown.

Figures 6�c� and 6�d� show absorptance of case B-1 for both TE
nd TM waves, respectively. The absorptance predicted by TE-0
nd TE-2 are in good agreement with that using RCWA at �
600 nm. In addition, TE-0 can capture some of the features in

CWA results at short wavelengths, except that it largely overpre-
icts the absorptance. TE-2 again failed at shorter wavelengths
ompletely. Compared with the RCWA prediction, EMA signifi-
antly overpredicts the absorptance at ��400 nm and underpre-
icts the absorptance at ��400 nm than that of RCWA. Figure
�d� shows that all the effective medium formulations give good
greement with results from RCWA, except EMA overestimates
he absorptance at ��300 nm. This behavior may arise because
he absorptance at longer wavelengths changes a lot for the TE
ave but very little for the TM wave when the gates are present.
imilar observations can be made based on the absorptance spec-

ra for case B-2, which is not shown. When comparing different
odels for case B-3, the spectra using TE-2 and TM-2 are not

hown in Figs. 6�e� and 6�f�, because the results are not as good as
hose of TE-0 and TM-0. The spectra from RCWA clearly show
eatures that arise from the behavior seen in the absorptance for

ases A-3 and B-1. Because the pattern of case B-3 includes two
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layers of periodic structure, none of the effective medium formu-
lations can predict the complex absorptance spectra of the two-
layer grating structures.

Although the effective medium formulations failed to describe
the spectral behavior of the gratings studied here over the whole
wavelength range, they may provide reasonable values for the
total absorptance because the spectral absorptance oscillates and
crosses one another in some regions. The absorptance from
EMT-2 is not shown in Table 2 because adding the second-order
term can only cause EMT to fail at short wavelengths. EMA gives
good agreements with the total absorptance for most cases at both
normal and oblique incidence. The average difference between
two polarizations is less than 0.05. On the other hand, EMA pre-
dictions often have a larger disagreement for one polarization. For
EMT-0, the averaged total absorptance has a slightly larger differ-
ence for cases B-1 and B-3 compared with EMA. Though EMT-0
deals different polarized wave separately, the average difference
for case B-3 is 0.06 and 0.07 at 	=0 and 45 deg, respectively. In
addition, the difference for the TE wave is greater than 0.1 for
case B-1. It is interesting that EMT-0 always gives a higher esti-
mate of the averaged total absorptance than RCWA. It can be
concluded that EMA gives a better approximation for calculating
the total absorptance for the studied cases. It can also be easily
applied to compute the hemispherical properties. However, one
must carefully assess the error introduced by EMA for different
nanostructures, polarization, and source spectral distribution.

The effects of incidence angle on the absorptance are presented
in Figs. 7 and 8, for all cases, at representative wavelengths, i.e.,
200, 400, 600, and 800 nm. In the calculation, the RCWA algo-
rithm is used for all cases with gratings. In Figs. 7�a� and 7�b�, Si
behaves like a dielectric in the long wavelength region, and the
absorptance reaches unity for TM waves at the Brewster angle,
where the reflectance is zero. However, the peak absorptance for
TM waves at wavelengths of 200 and 400 nm does not reach one
because of the large extinction coefficient of Si at these wave-
lengths �2.9 and 3.6, respectively�. For lossy materials such as a
metal or Si in the ultraviolet region, there exists a �nonzero� mini-
mum when the reflectance for the TM wave is plotted against the
incidence angle. The angle at which the ratio of the reflectance for
the TM wave and TE wave is minimized is called the principal
angle �33�. Therefore, the absorptance for the TM wave reaches a
peak near the principal angle. As shown in Figs. 7�c� and 7�d�, the
absorptance for a thin SiO2 film on top of a Si substrate exhibits a
large variation with the angle, especially at short wavelengths.
The absorptance oscillation can be explained by interference ef-
fects. The phase shift in the SiO2 film is determined by �

=2
dSiO2
nSiO2

2 −sin2 	 /�. At �=200 nm, absorptance minimum
is around 	=37 deg that corresponds to �=5
 and the maximum
is around 	=60 deg that corresponds to �=9
 /2. The exact peak
and valley locations depend on the polarization.

As can be seen from Figs. 7�e� and 7�f�, the angular dependence
of the absorptance for case A-3 is similar to that for case A-1. The
Brewster angles and principle angles can be clearly seen. Case
A-3 also exhibits some distinctly different features from case A-1.
For example, the absorptance at 200 nm is greater than that at
400 nm for TE wave, and the absorptance of 600 nm is greater
than that of 800 nm at 	�30 deg and 	�70 deg. Other signifi-
cant difference can be seen in the abrupt changes of absorptance at
200 and 400 nm due to Wood’s anomaly. When �=200 nm, the
predicted j= +1 diffraction order from Eq. �3b� becomes 	+1
=90 deg at incidence angle 	=9.6 deg. The j=−2 diffraction or-
der becomes 	−2=90 deg at 	=41.8 deg. These anomalies are
clearly seen in the angular dependent absorptance. Likewise, at
	=41.8 deg, the j=−1 diffraction order for �=400 nm also ap-
pears at the grazing angle.

Figure 8 shows the absorptance for cases with poly-Si gates.
First of all, the Wood’s anomalies also clearly show up for cases

B-1 and B-3 because of the same grating periods used. However,
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t is difficult to identify Wood’s anomaly for case B-2 because of
he complex structures in the angular-dependent absorptance.
ext, the B cases can be compared with the A cases to examine

he effects of the periodic gates. When case B-1 is compared with
ase A-1, the absorptance for TE waves at all four wavelengths
ncreases, especially at �=600 nm, which exceeds that at �
800 nm. The absorptance for TM waves does not reach unity at

he Brewster angle for �=600 and 800 nm and the principal

Fig. 6 Comparison of the absorptance predicted by diff
wave for case A-3; „c… TE wave for case B-1; „d… TM wave
case B-3
ngles become obscure for �=200 and 400 nm. Figures 8�c� and

ournal of Heat Transfer
8�d� reveal the most complicated behaviors for case B-2, due to
the coupling between the diffraction effects with the interference
effect inside SiO2. A peak absorptance close to unity occurs for
the TE wave at 	�40 deg and �=800 nm. On the other hand, the
absorptance for the TE wave is the lowest at �=600 nm. For the
TM wave, the peak absorptance at �=600 nm exists at a different
angular position compared with that for cases B-1 and B-3. Al-
though the structure is more complex than that of case B-2, the

nt methods at 910°C: „a… TE wave for case A-3; „b… TM
case B-1; „e… TE wave for case B-3; and „f… TM wave for
ere
for
absorptance trends for case B-3 are much simpler than those for
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ase B-2, as can be seen from Figs. 8�e� and 8�f�. In fact, except
he much larger enhancement in the absorptance for case B-3, the
eatures in case B-3 are comparable to those shown in cases A-3
nd B-1.

Conclusions
This paper presents numerical predictions of the absorptance of

elected nanoscale patterns that may be found in the device struc-

Fig. 7 Effect of incidence angle on the absorptance at 9
TM wave for case A-1; „c… TE wave for case A-2; „d… TM w
for case A-3
ures in advanced CMOS technology. The effects of temperature,

8 / Vol. 129, JANUARY 2007
wavelength, polarization, and angle of incidence are systemati-
cally studied. Comparison is made to different patterning struc-
tures to examine the effect of nanostructures on the radiative prop-
erties. Some major conclusions are summarized below.

1. In the cases studied, for wavelengths between 200 and
1000 nm, temperature does not affect the absorptance signifi-
cantly when comparing absorptance at temperatures of 25, 700,
and 910°C.

C for cases without gates: „a… TE wave for case A-1; „b…
for case A-2; „e… TE wave for case A-3; and „f… TM wave
10°
ave
2. Periodic patterns, including arrays of gates and trenches lead

Transactions of the ASME



t
m
d
l
s
w

c
i

J

o diffractions and, hence, affect the absorptance in a complex
anner. Different polarizations of the incident radiation lead to

ifferent responses from lateral periodic structures. It is particu-
arly notable that the gates affect the absorptance for the TE wave
ignificantly but the trenches affect the absorptance for the TM
ave significantly.
3. Because the pattern of case B-3 is composed of patterns in

ases A-3 and B-1, its absorptance spectra exhibit features shown

Fig. 8 Effect of incidence angle on the absorptance at 9
wave for case B-1; „c… TE wave for case B-2; „d… TM wave
case B-3
n both cases. The total absorptance averaged over two polariza-

ournal of Heat Transfer
tions for case B-3 is 0.2 greater than that of plain Si. On the other
hand, the average total absorptance for case A-3 and for case B-1
is about 0.1 greater than that of plain Si.

4. While case B-2 is not the most complicated structure, the
coupling of diffraction and thin-film effects result in very compli-
cated features in the absorptance spectra and angular distributions.
On the other hand, the average total absorptance for case B-2 is
similar to case A-2 that does not contain the gates.

C for cases with gates: „a… TE wave for case B-1; „b… TM
r case B-2; „e… TE wave for case B-3; and „f… TM wave for
10°
fo
5. Wood’s anomalies introduce abrupt changes in absorptance at
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hort wavelengths and can be seen clearly in several absorptance
pectra and angular distribution curves. The appearance of such
nomalies can be predicted by the well-known grating equation.

6. Three effective medium formulations are compared with the
CWA to evaluate their applicability to predict the absorptance

or the studied nanostructures. EMT-2 does not give good results
nd gives nonphysical values at short wavelengths. EMA and
MT-0 cannot reasonably predict the absorptance in the whole
pectral range for both polarizations. On the other hand, the aver-
ged total absorptance of EMA and that of EMT-0 are in reason-
ble agreement with that predicted by RCWA, within a difference
f 0.05 for EMA and 0.07 for EMT-0. Although in some cases
pproximation formulations may be used to compute the average
otal absorptance, they cannot substitute the rigorous solutions for
he spectral and polarized radiative properties.

In the future, this research may be extended to the study of the
ocally absorbed energy distribution, which may then be coupled
ith a heat conduction model to examine the effect of temperature
onuniformity on the dynamic stress field. Attention will also be
aid to the 3D effect, when the incident wave vector has a nonzero
component.
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omenclature
d � depth, m
E � electric field vector, V/m
G � spectral irradiation, W/m2 nm
H � magnetic field vector, C/m s
j � diffraction order

K � grating vector, m−1

k � wave vector, m−1

l � length, m
n � refractive index
R � reflection coefficient
T � transmission coefficient

reek Symbols
� � absorptance
� � phase shift, rad
� � dielectric function
	 � polar angle, rad
� � extinction coefficient
� � grating period, m
� � wavelength in vacuum, m
� � filling ratio
 � amplitude of the electric field
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arbon nanotubes (CNTs) have received much recent research
nterest for thermal management applications due to their ex-
remely high thermal conductivity. An advanced thermal interface
tructure made of two opposing, partially overlapped CNT arrays
s designed for thermally connecting two contact surfaces. The
erformance of this interface structure is thermally characterized
sing diffraction-limited infrared microscopy. Significant tempera-
ure discontinuities are found at the CNT-CNT contact region,
hich indicates a large thermal resistance between CNTs. Due to

his intertube resistance, the thermal performance of the CNT-
ased interface structure is far below expectation (with a thermal
esistance value about 3.8�10−4 K m2/W).
DOI: 10.1115/1.2401202�

eywords: contact thermal resistance, carbon nanotube, thermal
nterface material, thermal infrared microscopy

ntroduction
Carbon nanotubes �CNTs�, a man-made material first reported

y Iijima in 1991 �1�, are promising for advanced thermal man-
gement because of their extremely high thermal conductivity.
one et al. �2� found that the thermal conductivity of aligned

ingle-walled nanotube �SWNT� ropes is about 250 W/m K at
00 K, and that the thermal conductivity of an individual SWNT
n the longitude direction ranges from 1750 to 5800 W/m K. The
hermal conductivities of individual CNTs �multi-walled �3� or
ingle-walled �4�� have also been experimentally tested: at least
000 W/m K at room temperature, which is about one order

1Current address: Intel Corporation, 5000 W. Chandler Blvd, CH5-157, Chandler,
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higher than that of the high thermal conductivity materials com-
monly used for thermal management �for example, copper�. The-
oretical studies even predict much higher thermal conductivities,
such as 6600 W/m K at room temperature reported by Berber
et al. �5�.

The technique of using CNTs for thermal management, how-
ever, is not straightforward due to the nanoscale nature of CNTs.
Early attempts used CNTs as fillers to form high thermal conduc-
tivity fluids or composites. Choi et al. �6� measured the effective
thermal conductivity of nanotube-in-oil suspensions, and found
that with only 1 vol.% of nanotubes, the effective thermal con-
ductivity can be 2.5 times the value of the base fluid. Such an
increase in thermal conductivity has never been found previously
with any other particles. Biercuk et al. �7� also found that epoxy
filled with 1 wt.% of CNTs showed a 70% increase in thermal
conductivity at 40 K and 125% at room temperature. Hu et al. �8�
proposed the combined use of CNTs and traditional heat conduc-
tive fillers for thermal interface materials �TIMs�, achieving a
thermal conductivity value seven times that of the base fluid, and
almost doubling the thermal conductivity of the corresponding
TIM composed of only traditional fillers. However, two problems
with CNT-based TIMs lead to low thermal conduction efficien-
cies. One problem is that CNTs are randomly dispersed, and thus
only a small portion of CNTs are effectively contributing to heat
conduction. The other problem is that heat is not directly con-
ducted from one side to the other through CNTs. CNTs are dis-
continued by other fillers or the base fluid. The low thermal con-
ductivity of the interstitial media, as well as the contact resistance
between those and the CNTs �9–11�, degrades the thermal perfor-
mance of CNT composites.

Most recent interest focuses on growing CNTs directly on a
silicon or copper substrate, with the CNTs oriented in the direction
of heat conduction �i.e., perpendicular to the substrate�. These
CNTs are mechanically like an elastic cushion due to their high
aspect ratio and mechanical strength �12�, and therefore can be
used between a thermal expansion mismatched interface �for ex-
ample, the interface between a CPU die and its heat spreader, or
the interface between a heat spreader and a heat sink� as a highly
heat conductive interface structure �13–17�. Hu et al. �18� mea-
sured the effective thermal conductivity of this CNT layer, includ-
ing the effects of voids between CNTs, to be about 80 W/m K,
which is one order higher than that of thermal greases �the most
widely used TIMs�. Unfortunately, the over all thermal resistance
across the CNT layer, including CNT contacts, is still too large
due to the thermal bottleneck where the CNTs contact the other
interface.

The understanding of heat conduction at CNT contacts is very
limited. Part of the problem is the lack of effective thermal char-
acterization method capable of resolving temperature distributions
across CNT contacts at small scale. In this paper, we attempted to
use the diffraction-limited infrared microscopy to measure the
heat conduction in a CNT-based thermal interface structure. This
CNT structure is formed by growing two opposing CNT arrays
from two facing surfaces. The purpose of growing CNT from both

surfaces is to avoid the poor CNT-surface contact. A similar struc-
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ure has been made by �19�. This work addresses the remaining
uestion concerning the thermal performance of the CNT-CNT
ontact region, in which CNTs are discontinued and heat is forced
o transport from one CNT to another.

nfrared Microscopy Measurement

Sample Preparation. An ideal interface structure with partial
NT overlaps is difficult to grow directly due to the limitations of

he CNT growth process. To grow vertically oriented CNTs,
hemical vapor deposition �CVD� or plasma enhanced chemical
apor deposition are generally used. CNTs are assembled with
arbon atoms from hydrocarbon gases though a well-controlled
xidation process with proper catalyst. When the CNTs are grown
rom two facing surfaces close to each other, the CNTs will block
he gas flow, shutting themselves off from the carbon source, and
hereby prohibiting the growth necessary to form an interface
tructure with CNT overlaps.

In this study, we make the CNT interface structure using two
eparate CNT samples �see Fig. 1 for scanning electron micro-
cope �SEM� and transmission electron microscope �TEM� im-
ges�. These CNT samples were grown on the rough side of
5 mm�15 mm single-side-polished silicon substrates using
hermal CVD. On the back side of one sample, a tungsten heater
as integrated. The length of the CNTs on the heater substrate

CNT1� is about 150 �m and the length of the CNTs on the other
hip �CNT2� is about 100 �m, estimated by regular optical mi-
roscope. All these CNTs are oriented perpendicular to the silicon
ubstrates, and on average, the diameter of the tubes �d� is about
±2 nm, and the half-distance between the axes of two tubes �w�

s about 8 nm, based on high-magnification SEM and TEM im-
ges. Most of the tubes are double walled.

The CNT interface structure is made by pressing the two pieces
f the CNT samples together, as illustrated in Fig. 2. After remov-
ng the pressure, the two samples remain mechanically bonded to
ach other due to the strong van der Waals force between CNTs.
he final distance between the two substrates, without any press,

s about 200 �m, and therefore the CNT overlap region L is esti-
ated to be around 50 �m.

Experiment Setup and Method. The experiment system is
iven in Fig. 3. The CNT interface structure is attached to a cop-
er cold plate using thermal grease. The cold plate is cooled by a
hermoelectrical cooler and a water-cooling heat sink. The inte-
rated heater on the other side of the CNT sample is connected
sing two probes. This whole structure, as shown in part �a�, is
hen mounted on a stage with precisely controlled translational
nd rotational movement, and placed under an infrared micro-
cope, as shown in part �b�. The IR microscope features a 256

256 InSb focal plane array, with a detection wavelength ranging

ig. 1 Scanning electron microscopy and transmission elec-
ron microscopy images of vertically oriented CNTs grown on
ilicon substrates „Courtesy of Molecular Nanosystems Inc.…
rom 3 to 5 �m and a temperature sensitivity of 0.1 K. The spatial

2 / Vol. 129, JANUARY 2007
resolution of the IR microscope is about 2 �m, which is close to
the diffraction limit at the given wavelength. The surfaces ex-
posed to the IR microscope, including the CNT sample to be
examined, the copper cold plate, and the thermal grease in be-
tween, are coated with a thin layer of amorphous carbon to
achieve relatively uniform emissivity.

The experimental system needs a two-step calibration process
prior to the measurement. The first step is to map the radiance
intensity, including the effects of radiance from ambient, with
absolute temperatures. This step is done by testing a standard
blackbody at given temperatures. The second step is to map out
the emissivity of the carbon coating, which may not be exactly
uniform. During this calibration step, the thermo-electrical cooler
is operated in its heating mode. The whole structure, including the
copper plate and the CNT sample, is uniformly heated and reaches
a stable final temperature that can be measured by the thermo-
couples attached to the backside of the copper plate. The tempera-
ture uniformity of the test surface is checked under this isothermal
condition, and the calibrated radiance is used as a reference to
determine the emissivity of the carbon coating, including the ef-
fect of surrounding radiance. The relationship between the refer-
ence radiance and the effective emissivity has been given in �20�.

Fig. 2 Schematic of a CNT interface structure with two par-
tially overlapped opposing CNT arrays

Fig. 3 Experimental system for measuring the temperature
profile along a CNT interface structure subject to a constant

heat flux

Transactions of the ASME
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esults and Discussion
The temperature field across the thermal interface structure at a

onstant heating power, i.e., P=10 W, is given in Fig. 4. On the
ight side of the figure is a two-dimensional thermal image taken
y the IR microscope, and on the left side is the temperature
rofile along the white line across the CNT layers �parallel to the
NT orientation�. Apparently, there are two temperature regions:
hot region ranging from the integrated heater until the end of the
NT1, with a temperature T1 of about 340 K, and a cold region,

anging from the end of CNT1, including CNT2, until the silicon
ubstrate, with a temperature T2 of about 323 K. Within both the
ot region and the cold region, the temperature distributions are
niform, indicating that aligned CNTs are good heat conductors
long the axial direction, and that the contact resistance at the
NT growth surface is small. However, an apparent temperature
rop is found at the end of the CNT-CNT overlap region. This
emperature drop implies a significant CNT intertube thermal re-
istance in the CNT overlap region, which is estimated to be about
.4 K m2/W, based on an effective tube heat exchange surface
rea Ae=�dL, where d and L are the tube diameter and the length
f tube overlap, respectively. The equation for estimating this in-
ertube thermal resistance is

Rt =
T1 − T2

�P/�As��At/Ae�
�1�

here T1 and T2 are the temperatures of CNT1 and CNT2, P is
he heater power, � is the tube volume fraction, As is the area of
he CNT interface structure, and At=�d2 /4 is the cross-sectional
rea of a single tube.

Due to the large intertube thermal resistance, the thermal per-
ormance of the CNT interface structure is far below expectation.
he data indicate that the thermal resistance of the interface struc-

ure �Rs� are about 3.8�10−4 K m2/W according to

Rs =
T1 − T2

P/As
�2�

onclusions
An interface structure made by pressing two pieces of vertically

riented CNTs against each other is characterized using
iffraction-limited IR microscopy. It is found that the thermal per-
ormance of the CNT interface structure is far below expectation.
he problem is the large intertube contact resistance between the
NTs, which results in a significant temperature drop at the end of

he CNT-CNT contact region when the CNT interface structure is
ubject to a constant out-of-plane heat flux. Many experimental
nd modeling efforts are still needed to understand the mechanism

ig. 4 Measured temperature profile across a CNT interface
tructure at a heat flux of 10 W/ „15 mmÃ15 mm…
f thermal coupling between CNTs.

ournal of Heat Transfer
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Nomenclature
Ae � effective heat transfer area per tube, nm2

At � cross-sectional area of a single tube, nm2

As � area of the sample, cm2

d � diameter of a nanotube, nm
L � length of the tube overlap region, �m
P � heater power, W
Rt � thermal resistance between CNTs, K m2/W
T1 � temperature of CNTs on the hot side, K
T2 � temperature of CNTs on the cold side, K
w � distance between two adjacent nanotubes, nm
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hermal Radiative Transport
nhancement via Electromagnetic
urface Modes in Microscale Spherical
egions Bounded by Silicon
arbide

ames S. Hammonds, Jr.
epartment of Mechanical Engineering,
he City College of New York,
ew York, NY 10031

-mail: hammonds@ccny.cuny.edu

Green function approach is used with the fluctuation-dissipation
heorem to develop a qualitative theoretical model of radiation
eat transfer across an evacuated microscale spherical geometry
ounded by silicon carbide. The appropriate scalar Green func-
ion is presented by employing an impedance boundary condition
o describe the electromagnetic spherical interface condition and
hus capture the surface modes. This work shows that the spheri-
al boundary can result in spectral conditions for surface mode
xcitation that depend not only on the dielectric function, but on
he sphere radius as well. The surface modes are shown to en-
ance the radiation significantly and are attributed to surface
honon polariton modes excited at the interface, and surface
odes excited by the mechanism of total internal reflection.

DOI: 10.1115/1.2401203�

ntroduction
For energy conversion technologies such as ceramic burners,

nd other technologies in which thermal gradients and fluxes can
ignificantly impact device operation, microporous materials may
e employed to facilitate proper thermal management. In high-
emperature applications, radiative transport can be an important

ode of heat transfer. Radiation transport across pores is often not
onsidered in radiative analysis of the porous materials however,
his work demonstrates that for specific pore diameters and ce-
amic optical properties, radiative exchange across pores may be
mportant. For microscale pores, thermal transport within the pore
nd its vicinity can be dominated by near-field transport effects.
icroporous SiC is an important thermal management material

ecause of its ability to withstand high temperatures and corrosive
nvironments, and because it has a high mechanical strength, thus,
t will be the focus of this work to demonstrate potentially broadly
pplicable results. Recent work has demonstrated fabrication tech-
iques that will help in realizing the potential of microporous SiC
s effective membranes for gas and liquid mixture separation at
igh temperatures �1�, catalyst supports for hydrocarbon fuel re-
orming �2�, and porous ceramic burners �3�. This work examines
he conditions that result in the excitation of surface modes inside
n evacuated pore bounded by SiC, and shows that the resulting
adiation can be changed substantially, requiring analysis that
eeks to model thermal management to be adjusted accordingly.

In the technologies noted in the previous paragraph, significant
hermal gradients could be present across a porous ceramic such
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AL OF HEAT TRANSFER. Manuscript received January 15, 2006; final manuscript re-
eived July 24, 2006. Review conducted by M. Pinar Menguc. Paper presented at the
005 ASME International Mechanical Engineering Congress �IMECE2005�, Novem-

er 5–11, 2005, Orlando, Florida.
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as SiC. When the temperatures are high �close to 1000 K�, ther-
mal radiation can dominate heat transfer. In cases wherein thermal
radiation dominates, microscale pores are obstructions to the ra-
diative transport because their respective characteristic length
scales are of the same order. More specifically, the radiation can
be scattered away from its principle propagation direction, and in
general this scattering can result in the attenuation of the radiation
across the transport domain. The study in this work, however,
explores cases of radiation transport in porous materials in which
the scattering mechanism actually excites surface modes. To ac-
complish this, the simplified problem of thermal radiation scat-
tered by an evacuated spherical pore located in a surface active
material is studied. It is expected that the results of this work will
allow generalizations about problems in which there are many
more pores, and cases wherein the pore is filled by other dielec-
trics.

This paper analyzes transport across an evacuated spherical
pore in SiC whose diameter is on the order of micrometers. A
temperature gradient in the SiC region drives radiation transfer
across the pore. Because the pore diameter is on the order of the
radiation wavelength, the radiation must be analyzed using elec-
tromagnetic �EM� theory. A previously developed Green function
approach is used to describe the EM field, and this approach re-
quires that the radiation be characterized by a source that gener-
ates the radiation. This radiation source is approximated as one
that produces plane waves. Energy balance analysis that does not
take into account wave effects is sufficient when analyzing radia-
tion heat transfer through a medium with a length scale L that is
much greater than the characteristic wavelength of the radiation
�max where the radiation is regarded as incoherent, and where
�max is the wavelength of maximum irradiance given by Wien’s
displacement law �4�. It has been demonstrated that for L on the
order of �max, however, small scale spacing effects must be con-
sidered �5�. For many macroscale materials with L��max and
with nanoscale pores where the pore diameter dpore��max, it is
often not necessary to consider surface modes, and employment of
an energy balance that does not take wave effects into account is
sufficient.

However, as will be discussed below, small scale effects such as
radiation enhancement and coherence effects can be extended, and
thus may require consideration even in domains for which
L��max �6�. The work of Ref. �6� investigates a nonphysical
two-dimensional pore, while the work presented in this report
studies the impact of a three-dimensional sphere on surface mode
excitation and discusses the spectral characteristics of surface
phonon polariton �SPP� wave modes. As discussed in previous
work, SPP mode excitation is possible on flat surfaces for mate-
rials with a complex dielectric function, �, for which Re����0,
and conditions on � specify the spectral location of the SPP mode
�7�. For example, for a flat surface active material bounded by a
vacuum, the SPP mode occurs when Re�������−1, giving the
value for � at which the SPP modes occur. It is also important to
note that for the flat surface, the SPP mode is restricted to propa-
gation parallel to the ceramic interface. For the curved boundary,
however the SPP mode propagates away from the surface. The
mechanism associated with surface wave radiation from curved
surfaces is discussed in this work. In addition the spherical bound-
ary conditions used in this report demonstrate radiation enhance-
ment by surface modes excited via total internal reflection, which
can, in fact, dominate over the SPP modes at certain spherical
radii. The specific surface mode dominance is shown to be
strongly dependent on radius.

The general theoretical approach that applies the Green func-
tion, the fluctuation-dissipation theorem, and an impedance
boundary condition �IBC� to the analysis of an evacuated spheri-
cal pore bounded by a ceramic material is developed in the next
section. Similar approaches have been employed for the analysis
of flat geometries �8�, however, the work presented here uses the

IBC to capture the curved interface conditions. The limits of ac-
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uracy of the IBC are also discussed below. The theoretical ap-
roach is applied to the specific case of a spherical pore in SiC.
esults are then presented that show that the impact of SPP modes
n thermal radiation across the pore can be substantial.

heory
The interest of this work is the component of the heat flux

ormal to the inner surface of the sphere, at the point rs, as shown
n Fig. 1. The radiative flux is the energy carried by electromag-
etic �EM� waves. The EM plane waves are modeled as originat-
ng from a source located at r�, and this analysis examines the
mpact of the energy radiated from this source on the point rs.
ote that r� lies in the ceramic region, outside the evacuated

phere, as shown in Fig. 1. The surface mode of interest in this
ork will be associated with transverse magnetic �TM� waves,
hich have an electric field vector that is polarized parallel to the
lane of incidence defined by �� ,0 ,��, or the �� ,z� plane of Fig.
. The area across which heat flows is defined by the sphere inner
urface whose normal points in the � direction, requiring the cal-
ulation of the � component of the flux at rs by

QTM,� = Re�E�H�
* � , �1�

here E� is the � component of the electric field and H�
* is the

omplex conjugate of the � component of the magnetic field, and
here the brackets denote statistical averaging. A spectral form of

he flux defined by Eq. �1� is given by Ref. �6� as

�QTM,�

��
=

	0

�2
�3/2�
r�

GTM
�GTM

*

��

�3 � Im��1�
c2�e��/kBT − 1�

d3r� �2�

here �1 is the complex dielectric function of the SiC. The Green
unction that satisfies Eq. �2� for spherical geometry shown in Fig.

ig. 1 The evacuated sphere shown in this figure is irradiated
y plane waves that originate from the thermal radiation source

ocated at r�. This analysis assumes a linear temperature distri-
ution, as illustrated in the lower part of the figure. For a given
emperature of T2 at rs „z=−R…, and T1 at „z=R…, Eq. „7… gives
he temperature at all other points r�.
, is given by �9� as

ournal of Heat Transfer
GTM
E = eik�r−r�� − 	

m=0

�

	
n=m

�

n�min+1 �2n + 1��n − m�!
�n + m�!

�cos m�� − ���Pn
m�cos ��Pn

m�cos ���hn
�1��k��hn

�1��k���
�3�

where �m=1 for m=0 and �m=2 for m�1. In Eq. �3�, hn
�1� is the

first-order spherical Hankel function, Pn
m is the Legendre polyno-

mial and the nth order reflection coefficient n is given by

n =
jn��kR� + iZjn�kR�

hn�
�1��kR� + iZhn

�1��kR�
�4�

where jn is the spherical Bessel function, the primes denote the
derivative with respect to the argument, and where the relative
impedance of SiC is given by

Z1 =
 1

�1���
�5�

As discussed in Ref. �10�, the IBC is valid for curved boundaries

for which Im�
�1�����2.3/kR, where k=� /c. Additionally the
IBC is typically only valid for Z1�1, but Ref. �10� demonstrates
qualitative accuracy can be obtained for �1��� near surface wave
resonance frequency. The Legendre polynomial term Pn

m�cos ���,
and the cosine term cos m��−��� capture the plane wave propa-
gation originating at angles ��� ,���, and the impact of wave
propagation on the angle defined by �. The argument of Pn

m is
limited to �−1,1� thus the Legendre polynomial terms are nons-
ingular, while the zeros of the reflection coefficient n are associ-
ated with the surface modes. Since the surface modes are expected
to dominate the final solution, and because the Legendre polyno-
mial and cosine term do not depend on the frequency of the in-
coming light, they do not contribute any information about the
qualitative spectral properties of the dominating surface mode.
Therefore, as it is the goal of this work to characterize the spectral
properties of thermal radiation exchange that result from surface
mode domination, qualitative accuracy is obtained by limiting this
analysis to cases wherein the source location is defined by ��=0
and ��=�, which leaves only the m=0 mode and reduces Eq. �3�
to �11�

GTM
E = eik�r−r�� − 	

n=0

�

n�2n + 1�in+1Pn�cos ��hn
�1��k��hn

�1��k���

�6�

where the dependencies on �, �, and �� are maintained. The first
term on the right-hand side of Eq. �6� can be interpreted as the
incident plane wave, while the second term is the scattered field.
The normalized spectral flux can now be calculated for a material
with a dielectric function and temperature T, defined in the next
section.

Results
The theoretical analysis developed in the previous section will

now be applied for the case of SiC as the bounding material.
Investigations of thin insulating ceramic materials used in high-
temperature environments have shown nearly linear temperature
variations over microscale distances in applications such as ther-
mal barrier coatings for turbine blades �12�. Therefore a linear
temperature distribution is used to demonstrate near-field effects
as shown in Fig. 1. The temperature variation results in a tempera-
ture gradient T that drives heat exchange across the evacuated

space, which is described by

JANUARY 2007, Vol. 129 / 95
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T��,�� =
1

2
�T1 − T2

R
� cos � + T2 + T1� �7�

here T1 and T2 are a high and low temperature, respectively, and
hich specifies the temperature difference across the pore. The
igh temperature T1 is at the point �R ,0 ,���, while T2 is located
t point �R ,
 ,���, as shown in Fig. 1. Evaluation of the flux
sing Eqs. �2� and �6� would only give the flux from r� to rs. To
btain the net flux, it is necessary to include the energy radiated
way from rs. A normalized version of an appropriate equation is
iven as

�̂TM =�
r�

GTM
�GTM

*

��

�3

�̄3� 1

e��/kBT��,�� − 1
−

1

e��/kBT2 − 1
�d3r�

�8�

hich is defined via Eq. �2� with �̂TM= ��QTM,� /���W−1, where

W =
	0

�2
�3/2

�̄3

c2 � Im��1� �9�

here �̄ is a factor arbitrarily chosen to allow the maximum nor-
al spectral emission to be unity, while maintaining its spectral

haracteristics. In Eq. �8�, T�� ,�� is the temperature at r� and T2 is
he temperature at rs. The net flux can now be calculated from Eq.
8� using the dielectric properties of SiC

�1��� = ��

��L
2 − �2 − i���

��T
2 − �2 − i���

�10�

here the optical dielectric constant ��=6.7, the longitudinal op-
ical frequency �L=18.3�1013 s−1, the transverse optical fre-
uency �T=15.0�1013 s−1, and the damping constant �=1.0
1012 s−1 �13�, with T1=1000 K and T2=970 K. The results of

his analysis are shown in Fig. 2. To establish relevant length
cales it is convenient to refer to a blackbody at the equilibrium
emperature T1. Wien’s displacement law gives the wavelength
orresponding to the maximum amount of thermally emitted en-
rgy as �max=3 	m. Figure 2 shows the normalized spectral flux,
ˆ

ig. 2 The normalized spectral flux, �̂TM, at point rs of the
pectral region shown in Fig. 1 for sphere radii „a… R=1 mm, „b…
=90 �m, „c… R=100 �m, and „d… R=10 �m. The small sphere

esults are characterized by spectral selectivity and a signifi-
antly enhanced intensity. These characteristics are attributed
o surface mode excitation. The spectral location of the peaks
hift with radius, due to radial dependence of the surface wave
ispersion relation.
TM, for a large sphere, R=1 mm��max and for mesoscale

6 / Vol. 129, JANUARY 2007
spheres where R=90 	m and R=100 	m��max. Figure 2 also
shows results for the microscale case R=1 	m.

The large sphere solution was chosen to demonstrate that the
SPP modes are unimportant in large geometries. It should be cau-
tioned that for cases in which R��max, the limits of validity of the
IBC render the analysis inaccurate for the very near field; it is also
expected that for R��max, the surface modes under investigation
in this report become less important, as quasi-static modes begin
to dominate the heat flux �14�. The quasi-static regime is charac-
terized by transport dominated by other evanescent modes, which
result in a substantial increase in heat flux as the radius is reduced,
as reported for plane surfaces in close proximity reported by other
authors �5,8,15–17�. Furthermore, for radii smaller than �max, it is
expected that the temperature gradient, and thus the thermal ra-
diative exchange, cannot be maintained. The results of Fig. 2�a�
gives the results for the large sphere, in which a relatively broad-
band flux is shown and where the radiation is regarded as inco-
herent. The mesoscale pore case of Fig. 2�b�, however, is charac-
terized by spectral peaks and an intensity that is enhanced
substantially. The surface modes associated with the peaks of Fig.
2 will be discussed below.

Discussion
An important result of this work is shown as Fig. 2. The peaks

of the curve in Figs. 2�b�–2�d� correspond to those spectral loca-
tions where the denominator of the reflection coefficient, given by
Eq. �4�, equals zero. Thus, the denominator expression set to zero
gives the surface wave dispersion curves. The tallest peaks of
Figs. 2�b� and 2�d� occur at frequencies for which Re��1��−1 and
thus give the SPP mode �7�. Early work has shown that because of
the curvature associated with the spherical regions, the SPP modes
shown in Figs. 2�b� and 2�d� are radiative �18�. Thus, the SPP
mode may be considered an additional transport mechanism in
porous materials with micro- to mesoscale pores. For flat surfaces
that support surface modes, the SPP modes are restricted to the
interface and cannot participate in energy exchange unless they
are coupled by an additional transport mechanism. An example of
SPP coupling at flat surfaces employs surface microstructure that
scatter SPP modes into modes that radiate energy away from the
surface �19�. For a qualitative physical explanation of SPP radia-
tion at curved surfaces, the radiating mechanism may be thought
of as being analogous to the mechanism of radiation loss at a
curved wave guide. The wavefront velocity of the surface wave at
the spherical interface might be given by vs=�ss /�t, where �ss
gives a small distance along the spherical surface that the wave-
front travels over a time period �t. While the SPP mode does
decay in the � direction, the field extends out to a distance com-
parable to ���max. Thus, for increasing �, the portion of the
surface wave that extends away from the spherical surface will
have a different wavefront velocity given by v=�s /�t where
�s��ss for the same �t, and thus v�vs. The physical limit on v
is the speed of light inside the medium �SiC in this case�. For
increasing �, when v exceeds this physical limit, the surface wave
must compensate by radiating energy away in the � direction �20�.
Thermal radiation with a frequency range that includes the fre-
quency band �T����L, for which Re��1��−1, can strongly
couple to crystal lattice vibrations that propagate parallel to the
irradiated surface. Due to charge displacements associated with
lattice vibrations, an electromagnetic field is established at the
crystal surface. This coupled lattice wave and EM wave at the
interface is the SPP.

The tallest peak of Fig. 2�c� occurs when the sphere radius is
changed slightly from that used for Fig. 2�b�, and does not fall
within the frequency range �T����L; thus, it is not an SPP
mode. The peak apparently dominates over the SPP modes and
occurs because of a zero in the denominator of n made possible
by negative values of the Hankel function hn

�1�. The order n of hn
�1�
can be thought of as representing particular directions �and

Transactions of the ASME
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hases� of a plane wave incident on the sphere. Hence the peak of
ig. 2�c� can be said to result from those plane waves oriented
uch that they are totally and internally reflected at the spherical
urface exciting a surface mode. Figures 2�b�–2�d� also show that
he spectral location of the tallest peaks shift with radius. This is
vident by the dispersion relation for surface modes given by the
eros of the denominator of n, which is not only dependent on
he dielectric properties as given by Z, but also on the radius.

The work of Ref. �19� shows that the radiative SPP mode can
ave a much longer coherence length than that typically associ-
ted with thermal radiation. This long coherence length could ef-
ect heat transport dramatically. The propagation length and rela-
ively long coherence length means that the potential for EM wave
nterference, and other confinement effects, may be important
ver length scales much larger than the characteristic wavelength,
max. Thus, when the radiative transport dominates and the pore
ize, temperature distribution, and dielectric properties are such
hat SPP modes are important, coherence effects could signifi-
antly effect radiation heat transfer. This result can have important
mplications for high temperature applications, in which porous
eramics are used, where radiation can be an important heat trans-
er mechanism.

onclusion
Results of this report show that for surface active porous mate-

ials containing meso- to microscale pores in which radiation
ominates, transport via surface phonon polariton modes may be
n important thermal exchange mechanism. Furthermore the
pherical boundary may allow for radiation enhancement by sur-
ace mode excitation outside the �L����T range via total in-
ernal reflection, and spectral shifting of the enhancement peak.
urface phonon polariton modes at curved surfaces are radiating
odes characterized by significantly enhanced flux, and extended

oherence lengths that may cause effects such as interference to
ecome important and affect radiation transport dramatically.
hile the theoretical approach utilized in this work has been ap-

lied by several researchers to qualitatively describe radiative
ransport in very small regimes, more research is required to asses
he qualitative accuracy of these approaches.
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